A GRS decoding example

Consider the code GRS10.4(cx,v) over Fy; with
a=v=(10,9,8,7,6,54,321),
hence (by direct calculation or Problems 5.1.3/5.1.5) we may take
u=(1,1,1,1,1,1,1,1,1,1).
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Note that here r = 10 — 4 = 6, so we can correct up to r/2 = 3 errors.

‘We wish to decode the received word
p=(0,0,8,0,0,2,0,0,7,0) .

First calculate the syndrome polynomial:
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=  8( 1 482 +92%2 +623 +4z* +102°)
+2( 1 45z +322 +423 +9z4 +25) (mod 2%)
+7( 1 42z +422 4823 4521 +102°)

=640z + 722 + 2234821 +92°.

We now (partially) calculate ged(2°,92° +82% +223 + 722 +6) = 1 over Fy;,
the Euclidean Algorithm example discussed in class (and on a handout).

In our Euclidean Algorithm example, Step 3, where r3(z) = 1022 + 5z + 7,
is the first step j for which the degree of r;(z) is less than r/2 = 3. So, in
decoding, we stop at this step.

We have t3(z) = 22% + 10z + 3, hence #3(0)! = 37! = 4. We thus set
o(2) = 4(22° +102+3) = 82° 4724+ 1 and w(z) = 4(102%+52+7) = 72>+ 9246

(These are really our guesses 6(z) and @(z).)
The polynomial o(z) = 823 + 7z + 1 has roots 6, 7, and 9:
= 8x 6+ Tx6+1=8xT+Tx6+1=56+42+1=99 (mod 11)
= SXTPHTXT+1=8x2+Tx7T+1=16+49+1 =066 (mod 11)
8x 9 +Tx9+1=8x3+Tx9+1=24+63+1=88 (mod 11) .

‘We then have

6_1 =2 = (675)
TTI=8 = o
971 =5 = (675



Therefore we assume that the errors are located at positions 3, 6, and 9.
To calculate the associated error values, in addition to the error evaluator
polynomial w(z) = 722 + 9z + 6 we also need
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o'(2) =82+ T2+ 1) =242 + T4+ 0=22"47.
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Therefore the error vector is equal to (0,0,8,0,0,2,0,0,7,0). This was also
the received vector p, so we decode to

(0,0,8,0,0,2,0,0,7,0) — (0,0,8,0,0,2,0,0,7,0) = (0,0,0,0,0,0,0,0,0,0) .

This is the expected result, since the minimal weight of the codeisn —k+1 =
10 —4+4 1 =7. The codeword 0 is the unique closest codeword to the weight 3
received vector p.



