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We present a self-consistent, dynamic model for the morphology
of the pore networks which form in Nafion and other ionomer
membranes when they imbibe solvent. The model incorporates
the interactions of the tethered ionic groups with the solvent
and the entropic energy of the counter ions. Numerical simu-
lations are presented which display hysteresis, and the develop-
ment of pearled pore structures. A framework for extensions of
the model that couple the electrostatic double layer at the inter-
face of the pore wall and the transport equations for the counter-
ions is presented. The framework derives the ionic transport
and generalized Poisson equation from an action whose gradi-
ent flows dissipate a related free energy, in agreement with the
second law of thermodynamics.

Network Formation in Ionomer Membranes

While ionomer materials play a central role in Polymer Electrolyte Membrane (PEM) fuel
cells, may basic questions about the morphology of their pore networks remain unanswered.
Nafion is the industry standard for membrane separators in PEM fuel cells due to its
high ionic conductivity, mechanical robustness, and durability. It is a peruorosulfonate
ionomer membrane with tethered SO3H acid groups which disassociate in the presence of
polar solvent. The chemical energy behind the disassociation leads to one of Nafion’s key
properties: the imbibition of solvent, principally water, to produce a pore network on the
2-4 nanometer length scale. The network facilitates the conduction of counter-ions, chiefly
protons in PEM fuel cell applications, and generates the ionic selectivity of the membrane.

There have been many proposed forms for the ionic-cluster morphology, i.e., the solvent-
filled pore network, of Nafion. Early SAXS experiments, (1-2), lead Hsu and Gierke
to hypothesize that a balance between the elastic energy of the interface and the hy-
drophilic surface interactions among the charged functional groups and the solvent drive
Nafion to generate a water-filled, “pearled” pore network comprised of small 4-5 nanometer
balls interconnected by thin 1-2 nanometer cylindrical pores, see Figure 4 (bottom-right).
Nanoscale pearling has also be studied in functionalized diblock polymers, (3-4)The mor-
phologies of Hsu and Gierke are somewhat controversial, as numerical and experimental
investigation of the microstructure of Nafion and related perfluorinated membanes have



lead to the proposition of bi-layer morphologies, (5-6) cylindrical pores, (7), an inverted
pore morphology with solvent groups surrounding cylinders of crystallized backbone, (8-9)
spherical clusters, (10). However, even at a course-grained level, molecular and dissipa-
tive particle dynamics simulations of solvated, hydrophilic-hydrophobic polymer systems
cannot compute the morphological development to its equilibrium, (11-15)even in state-of-
the-art simulations resolved to milliseconds of real time, (16). Indeed Magnetic Resonance
Imaging experiments evidence suggests that the pore network within PFSAs undergoes
10-20 hour transients after changes in external environment, (17). Continuum models of
network formation in Nafion, (18-20), have successfully predicted geometric features, such
as pore radius and overall solvent uptake as a function of ionic group density, liquid phase
pressure, and effective elastic response of the polymer phase. Central to each of these mod-
els is the assumption that the ionic groups aggregate in the perfluorinated polymer matrix
to form a connected network of clusters that allow for significant swelling by polar solvents
and efficient proton transport through the corresponding nanometer-scale domains. How-
ever these models do not predict the morphology from a thermodynamic formulation, nor
can they suggest possible modes of evolution of the network, since the network morphology
is taken as a model assumption.

The Functionalized Cahn-Hilliard Interfacial Free Energy

The Functionalized Cahn-Hilliard (FCH) free energy, presented in (21), incorporates
the effects of solvation energy, counter ion entropy, and elastic backbone stiffness into a
thermodynamically self-consistent formulation for the resultant polymer-solvent morphol-
ogy. Indeed, the over-damped (gradient) flows of the FCH free energy recover many of
the proposed morphological complexities of polymeric membranes. The underlying idea
is to search for the solvent network phase among the critical points of the Cahn-Hilliard
free energy – as distinct from the minimizers. It is well understood that minimizers of the
Cahn-Hilliard energy correspond to morphologies which minimize the surface area of the
interface. However the introduction of the tethered, charged groups within the ionomer
membrane, the SO−3 groups in Nafion, dramatically alters the energy landscape. The sol-
vent phase can greatly lower the electrostatic energy of the mixture by screening the charge,
which rewards the generation of interface. Moreover the counter-ions, which for Nafion are
comprised of protons in the form of excess hydrogen bounds, reside in the solvent phase
where they experience a mixture of strong effects, from the electrostatics which pull them
towards the negative charges to interactions with the dipole field of the polar solvent, whose
dielectric field they strongly impact.

The Cahn-Hilliard energy for the solvent volume fraction u which is 0 in a polymer
phase and 1 in the pure solvent phase takes the form

E(u) =

∫
Ω

ε2

2
|∇u|2 +W (u; τ) dx [1]

where the double well function W has two local minima, one at u = 0 and a second



at u = 1. Significantly, the value of W at the two minima, the self-energy of the pure
states, need not be equal. The double well can be constructed from an equal-depth well
W0(u) = 1

2
u2(u− 1)2, via the tilt parameter τ > 0,

W (u; τ) := W0 − τ
∫ u

0

√
W0(s)ds, [2]

so that W satisfies W ′(0) = W ′(1) = 0 while W (0) = 0 > W (1). The well-tilt controls
the relative values of the self-energy of the two phases. The parameter ε > 0 is the
dimensionless ratio of the domain size to the width of the interfaces separating the distinct
phases.

The critical points of the Cahn-Hilliard are the zeros of the variational derivative,

δE
δu

(u) := −ε2∆u+W ′(u; τ) = 0. [3]

These critical points include not only the familiar minimal surfaces, but also the large
families of network structures. Indeed the principal ingredients of the network morphologies
are the symmetric solutions φ of

∂2
Rφ+

α− 1

R
∂Rφ = W ′(φ), [4]

corresponding to the critical point equation with co-dimension α = 1, 2, or 3, which are the
bi-layer, pore, and micelle profiles depicted in Figure 1. The process of functionalization
stabilizes these structures, replacing the Cahn-Hilliard energy with the square of its varia-
tional derivative. Every critical point of the Cahn-Hilliard energy is a global minimizer of
its primative functionalized form

F0(u) :=

∫
Ω

1

2

(
δE
δu

)2

dx =

∫
Ω

1

2

(
ε2∆u−W ′(u; τ)

)2
dx. [5]

The energy F0 is very degenerate – to stimulate the growth and control the morphology
of network structures, small terms are subtracted which reward the generation of surface
area and incorporate counter-ion entropy. The result is the Functionalized Cahn-Hilliard
free energy

F(u) :=

∫
Ω

Eb
2

(
ε2∆u−W ′(u; τ)

)2 − ηh
ε2

2
|∇u|2 − ηmWm(u) dx. [6]

The dominant term, F0 multiplied by a backbone stiffness parameter Eb, is minimized
precisely when the phase variable u is a critical point of the Cahn-Hilliard energy. The
critical points can be either bilayer, pore, or micellular network structures, whose diameter
is scaled by ε but also parameterized by the well tilt parameter τ, see Figure 1 (right). The
free energy F0 is perturbed by two small, negative terms parameterized by 0 < ηh, ηm � Eb.
The ηh perturbation represents the energy liberated per unit area of interface formed, and
relates to the density and hydration energy of the tethered ionic groups. The second
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Figure 1: (Left) Interaction of solvent with tethered and free counter-ionic groups for
different values of mixing energy ηm. The value of ηm reflects the entropic penalty for high
densities of interspersed ions and counter ions. Larger values of ηm lead to segregation
of charge groups on the length scale of the pore. (Right) Cross-section profiles of bilayer
(co-dimension α = 1), pore (α = 2), and micelle (α = 3) profiles showing that the higher
co-dimensional structures correspond to larger reservoir of “pure” solvent phase, which
leads to a higher value of the dielectric constant in the bulk-like solvent.

parameter denotes the relative tolerance of the counter-ions for low verses high dielectric
solvent. Unlike the tethered ionic groups, the counter ions are free to reorganize. The
parameter ηm characterizes the entropy of mixtures of ions, counter-ions, and solvent. At
a formal level, this can be though of as a finite volume exclusion for the charged groups,
which is anomalously high for protons, see Figure 1 (left).

As a first step, we consider the evolution of morphologies via a gradient flow of the
FCH energy over a periodic domain Ω ⊂ R3,

ut = ∆
δF
δu

= ∆
[
Eb
(
ε2∆−W ′′(u)

) (
ε2∆u−W ′(u)

)
+ ηhε

2∆u− ηmW ′
m(u)

]
. [7]

As presented in (21), this flow leads to a decrease of the free energy,

d

dt
F(u) = −

∫
Ω

∣∣∣∣∇δFδu
∣∣∣∣2 dx ≤ 0. [8]

For non-zero values of the well tilt parameter, τ > 0, the mixing energy parameter ηm
has a strong impact on the morphology of the solvent network as it evolves, driving the
morphology towards bilayer, pore, pore-micelle, or pure micelle structures depending upon
the values of ηm, see Figure 2. The pore structure of Nafion relaxes on time-scales of tens
of hours, (17), and is well-known to be hysteric. This hysteresis is also present in the FCH
model. Taking random initial data with a solvent volume fraction of 30%, consistent with
Nafion boiled in acid, and then slowly evaporating solvent down to 8% volume fraction,
slow here is in comparison to evolution timescales of the morphology, leads to a sparse pore
network. Conversely, a direct relaxation of random initial data with an 8% solvent volume
fraction would lead to a disjoint, that is a non-percolating, pore network. This simulation
suggests that the standard processing to transition Nafion from its shrunk form to yield
the normal form by passing through the expanded form produces spatially distributed pore
networks which percolate at minimal water content.
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Figure 2: Network structures from identical initial data of 20% solvent volume fraction.
The image is of two level sets of u, a lower one colored green and a higher (solvent phase)
colored blue. In all simulations Eb = 1, ε = 0.03, τ = 0.4 and ηh = 0.15, while the counter-
ion entropy takes the values ηm = −0.06,−0.03, 0, 0.06, 0.15, 0.27, from left to right and
top to bottom. A large value of ηm leads to a preference for lower co-dimensional structures

Figure 3: Pore network evolution under evaporation of solvent phase. Starting from random
initial data, the solvent phase is slowly reduced from 30.2% to 19.7% to 8.24% solvent
volume fraction (left to right). The final state is unattainable from random initial data with
the same volume fraction; the hysteresis loop of over-hydration and evaporation emulates
the boiling of dry Nafion in acid and the subsequent desiccation treatment which is typical
to render Nafion to its “normal” form. Parameters are τ = 0.4, ε = 0.03, ηh = 0.03 and
ηm = 0.12.
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Fig. 4. Cluster-network model for Nafion membranes. The polymeric ions and absorbed 
electrolyte phase-separate from the fluorocarbon backbone into approximately spherical 

clusters connected by short narrow channels. The polymeric charges are most likely em- 
bedded in the solution near the interface between the electrolyte and fluorocarbon back- 

bone. This configuration minimizes both the hydrophobic interaction of water with the 

backbone and the electrostatic repulsion of proximate sulfonate groups. The dimensions 
shown were deduced from experiments, The shaded areas around the interface and inside 

a channel are the double layer regions from which the hydroxyl ions are excluded elec- 

trostatically. 

water content. The theory also suggests the short channels required by the 

cluster-network model to connect adjacent clusters are thermodynamically 

stable. 

Elastic model for cluster formation 

The starting point of our theory is a hypothetical dry cluster which con- 

tams NP ion exchange sites and which is imbedded in a swollen polymer, i.e., 

all the other hydrated clusters have been formed. We now consider the change 

in free energy associated with the growth of this hypothetical cluster with iVp 

held constant. Before hydration, the energetics of the dry cluster are described 

by the interactions listed in Table 2. NW is the number of water molecules 

which eventually will be absorbed by the cluster, do is the initial diameter of 

the dry cluster, G(c) is the tensile modulus of the swollen matrix with water 

content c, Bi are the strengths of each interaction, and A is a geometric con- 

stant of order unity. For the spherical geometry, A = (2/3) [6]. Note the 

interaction energy of the water molecules outside the membrane is explicitly 

taken into account. This is important because this term is necessary if we are 

to understand the variation in cluster diameter with the water content of the 

membrane. The validity of a continuum description of the elastic contribu- 

tion may not be obvious a priori, but good agreements between theory and 

data offer justification posteriorly. 

We now consider the hydrated cluster shown schematically in Fig. 5. There, 

Figure 4: Pearled equilibria obtained by evolution from a cylindrically symmetric, radially
perturbed pore for ε = 0.03, ηh = 0.03 and ηm = 0.12, 0.24, 0.3, respectively left to right.
(Bottom-right) Cartoon of the pearled-pore ionic cluster morphology of Nafion proposed
in (1) based upon a balance of elastic deformation and hydrophilic energies.

In (1), Hsu and Gierke proposed a pearled-pore structure of the solvent phase, based
upon a balance between elastic energy of the backbone and hydration energy of the teth-
ered groups. This balance finds analogy within the FCH energy, particularly between the
Eb and ηh terms. As was shown in (21), the residual of the F0 term is the square of the
mean curvature of the interface, which is analogous to the elastic energy of the deformation
of the interface. However it is the counter-ion mixing energy which controls the bifurcation
of the pearled-pore structures within the FCH energy. As shown in Figure 4, for ε = 0.03,
Eb = 1, τ = 0.4 and ηh = 0.03, a cylindrically symmetric pore is stable to perturbations
if ηm = 0.12, but at higher values it relaxes into a pearled structure with the radii of the
pearled phase increasing with the mixing energy coefficient, ηm. In Figure 5, the water
content of a straight, cylindrical pore is increased from 8.11% to 9.50% of the total vol-
ume of the bounding domain. However the value of the well-tilt parameter, τ, fixes the
equilibrium radius of the cylindrical pore, so that additional water must be accommodated
through a micelle structure, which has a greater radius than the pore – see Figure 1 (right).
The cylindrical pore passes through a continuum of pearled states to arrive at a disjoint
collection of micelles as it swells to accommodate the additional water volume fraction.
We were unable to induce the pearling bifurcation in the random pore networks presented
in Figure 3. A possible explanation is that the random networks are free to adjust their
length to accommodate an optimal amount of solvent phase per unit length. In a physical
sample of Nafion the tethered charges are less free to reconfigure due to elastic energy.



This constraint could serve to induce the pearling bifurcation as solvent loading is varied.
This and other extensions of the model are considered in the next section.

Extensions of the Model

The FCH is merely a description of the free energy landscape associated to the solvent-
polymer interface, an accurate description of Nafion and other ionomer materials must
encompass more than a binary mixture of charged polymer and solvent. Extensions of the
model should include:

• A continuum resolution of the pressure and elastic forces. The local
pressure in the liquid phase is an intrinsic component of the self-energy
of the liquid and should couple to the value of he well tilt parameter
τ. That is, the pores should expand (τ larger) or contract (τ small) as
the pressure in the liquid phase increases or decreases.

• A mechanism to track the local density of tethered ionic groups as the
pores swell and shrink. This can be achieved by coupling the value of
ηh to the local average water content.

• A description of the counter-ion distribution, their coupling to the in-
terface energy, and to the transport of solvent within the pore network.

The remainder of this paper addresses a self-consistent extension which incorporates
a dynamic transport model for the counter-ions within the pore network; providing a
framework in which the ηh and ηm parameters can be related to more classically defined
electrostatic quantities. We do not address the coupling between the counter-ions and the
fluid phase, nor the elastic energy which links the polymer phase to the crystalline network.

Electrostatics and Ion Transport

Many models in the literature couple Poisson’s equation to ionic transport to produce
a flow which dissipates a free energy, see (22) for a review of this field. Some are based
upon a dielectric which varies with electric field intensity, as proposed by Booth (23), and
adapted to fuel cell applications by Bontha and Pintauro (24), with subsequent corrections
by Paul and Paddison (25) and (26). However, in fuel cell applications the Stern layer, in
which finite size effects are significant, is a non-trivial percentage of the total pore radius.
In particular, resolving distributions in which positive and negative ions are physically
separated, despite their electrostatic attraction, requires the inclusion of the solvent phase
in a nontrivial manner. Moreover, incorporating the solvent phase via a dependence of
the effective dielectric upon the electric field strength is not sufficient, as this can lead to
unphysical crowding of charges. Indeed, in continuum models, an electro-neutral solution
of ionic groups of arbitrary density produces no electric field. In models such as Booth’s,
high densities of neutral ions would produce no net electric field and the dilectric of the
solvent would be that of the bulk phase. When addressing length scales below 1 nanometer,
it is physically reasonable to account not only for the total charge imbalance, but also the
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Figure 5: Pearled equilibria obtained as the water content of the pore is increased through
8.11%, 8.69%, 9.22%, to 9.50% (left to right and top to bottom) of the total mass of the
bounding box. The parameters are ε = 0.03, ηh = 0.15, ηm = 0.24.

total charge density. This can be achieved through finite-volume effects, see for example
(27), or through an explicit dependence of the dielectric upon the total charge density (28).

The framework presented below incorporates each of these effects, and couples them
to the primitive interfacial free energy, F0, in such a way that the combined evolution
dissipates the total free energy. The solvent phase of Nafion contains a single, monovalent
positive and negative ionic species, with the density of the positive ions, denoted by p,
transported within the fluid phase, and while the negative ionic density, n = n(u), is
slaved to the phase-field variable u. The negative charges have a slowly varying and
rapidly varying component

n(u) = nmax

slow︷ ︸︸ ︷
(1−G ∗ u)

rapid︷ ︸︸ ︷
W0(u) . [9]

The value nmax is a maximal reference density of acid groups, achieved at the dry state.
The rapidly varying component is parameterized by W0, the symmetric double well which
is zero at both the pure polymer phase, u = 0, and the pure solvent phase, u = 1. This
results in a ion density that is localized on the polymer-solvent interface where 0 < u < 1.
The slowly varying component models the dilution of ionic groups with the swelling of
membrane, and serves to keep the total density of ionic groups proportional to the total
density of the polymeric phase as the membrane swells and contracts. This is account for



through the convolution,

(G ∗ u)(x) =

∫
Ω

G(x− y)u(y) dy, [10]

with a normalized Gaussian weight, G(z) = exp(−|z|2/L2)/(π3/2L3), with characteristic
length scale L� ε. The electric field is expressed as the gradient of its potential, E = ∇φ,
and the dielectric may depend upon the electric field not only through the square intensity
of the electric field, I = |∇φ|2, but also through the density of the charge groups.

In statistical mechanics it is standard to obtain a continuum description from the
mean-field approximation of the partition function. The approach presented here is a
computationally simpler methodology to derive a coupled flow which dissipates a total free
energy. It begins with an action of the general form

A(φ, p, n, u) =

∫
Ω

finite volume︷ ︸︸ ︷
kBT

(
p ln p+ h(p, n(u))

)
+

electrostatic︷ ︸︸ ︷
q0(p− n)φ− 1

2
ε(I, p, n) dx, [11]

where h denotes the form of the short-range or finite-volume energy, q0 is the elemental
charge, and ε is related to the polarization or displacement field induced by the electric field,
as is expanded upon below. The charge densities p and n have been non-dimensionalized
by the factor of 10−8C/m3. The electric field is required to be a critical point of the action,
yielding a generalized Poisson equation,

δA
δφ

:= ∇ ·
(
∂ε

∂I
∇φ
)

+ q0(p− n) = 0, [12]

in particular the classic orientational permittivity (dielectric) takes the form

ε :=
∂ε

∂I
= −2

δA
δI
. [13]

Up to a rescaling, this formulation of the dielectric is equivalent the standard derivation
of statistical mechanics, see (26) (equations (6), (10), and (11)) for example. Substituting
for the charge density, p− n, from Poisson’s equation in A, and integrating by parts with
the periodic boundary conditions yields an energy,

EA(φ, p, n) =

∫
Ω

(
kBT (p ln p+ h(p, n)) + I

∂ε

∂I
− 1

2
ε

)
dx, [14]

which is bounded below if ε is convex in I. Taking the evolution of the protonic groups as
a gradient flow on the action yields a Nernst-Planck type equation

pt = Dp

kBT
∇ ·
(
p∇ δA

δp

)
,

= Dp∇ ·
([

1 + p∂
2h
∂p2

]
∇p+ p ∂2h

∂p∂n
∇n+ p

kBT
∇
(
φ− 1

2
∂ ε
∂p

))
.

[15]



The combined Poisson-Nernst-Planck system, [12]-[15], satisfies the second law of Thermo-
dynamics, via the Onsager relation,

dEA
dt

= − Dp

kBT

∫
Ω

∣∣∣∣∇δAδp
∣∣∣∣2 dx ≤ 0, [16]

with the dissipation mechanism attributed to the charged particle motion.

Development of the Action. The electrostatic energy is better understood than the action.
This requires an inversion of the procedure outlined above, using the energy to derive the
action and then the Poisson and Nernst-Plank equations. The energy density of an electric
field E with displacement field D takes the form

Eelect :=

∫
Ω

1

2
E ·Ddx. [17]

As is consistent with the framework, the displacement field is taken in the form

D = εr(p, n)E +D(I, n, p)E,

where εr is a reference dielectric for water and the term D incorporates higher order effects
of the electric field upon the displacement field. Incorporating the short-range, finite
volume effects, the combined short range-long range free energy takes the form

ESL(φ, p, n) =

∫
Ω

finite volume︷ ︸︸ ︷
kBT

(
p ln p+ h(p, n)

)
+

electrostatic︷ ︸︸ ︷
1

2

(
εr(p, n) +D(I, p, n)

)
I dx. [18]

The requirement that the action A, generate the short range-long range energy, that is
EA = ESL. Equating [18] and [14] requires linking ε to D via the differential equation,

I
∂ε

∂I
− 1

2
ε =

1

2
εr(p, n) +D(I, p, n), [19]

which is well-posed if supplemented with the zero intensity (I = 0) initial condition

ε(0, p, n) = −εr(p, n)− 2D(0, p, n). [20]

The corresponding action is denote ASL.

Fully Coupled Model. Combining the electrostatic energy with the interfacial energy pro-
duces a combined free energy,

T (u, p, φ) := EbF0(u) + ESL(u, p, φ), [21]

where the dependence of ESL on u is through n = n(u). The associated action is

AT = EbF0(u) +ASL(u, p, φ). [22]



The gradient flow of the action,

ut = ∆
δAT

δu
= ∆

[
Eb
δF0

δu
+

(
kBT

∂h

∂n
− q0φ−

1

2

∂ε

∂n

)
∂n

∂u
(u)

]
, [23]

pt =
Dp

kBT
∇ ·
(
p∇δAT

δp

)
=

Dp

kBT
∇ ·
[
p∇δASL

δp
(u, p, φ)

]
, [24]

couples with Poisson’s equation, [12] to dissipate the total free energy T ,

d

dt
T (u, p, φ) = −

∫
Ω

Eb

∣∣∣∣∇δF0

δu

∣∣∣∣2 +
Dp

kBT
p

∣∣∣∣∇δASL

δp

∣∣∣∣2 dx ≤ 0, [25]

via the motion of the positive charge density p and the phase field u. While [24] differs
from [15] only in the particular choice of ε, it is intriguing to compare the phase separation
equation [23] with the FCH gradient flow [7]. Indeed the perturbation terms are now
derived directly from the short range-long range action, ASL. The addition terms on the
right-hand side of [23] couple the capacitance ε, electrostatic field φ, and counter-ion
entropy h directly to the phase separation. It is tempting to make the associations

ηh
ε2

2
|∇u| ≈

(
q0φ+

1

2

∂ε

∂n

)
∂n

∂u
, [26]

ηmWs(U) ≈ −kBT
∂h

∂n

∂n

∂u
. [27]

A careful study of the two models to better understand the functional dependence of
the hydration and mixing energies within the FCH is a particularly rich vein for future
investigation. In the remaining section we investigate the impact of the electrostatic portion
of the model on the charge distribution within a simple channel.
Charge Distribution with a Channel

The short range-long range formulation of the electrostatic energy encompasses many
prior models of the energy of a mixture of monovalent ions and solvent. Dropping the
influence of the phase field, u, the physical domain is fixed as a simple channel, and the
negative charges given a prescribed spatial variation n = n(x), see Figure 6. The classic
Poisson-Nernst-Planck system, also known as the Gouy-Chapman model, is recovered by
setting

D ≡ 0, εr = ε0, h ≡ 0,

so that the primitive of the dielectric takes the form ε = −ε0, with ε0 a reference bulk
value for water. The finite-volume terms are modified from those of Di-Caprio et al. (27),
taking the form

h(p, n) = p

(
p2

p2
c

+
n2

n2
c

)
, [28]

where the critical values of positive and negative ion densities are pc = 1.4 and nc = 1 in
the dimensionless units. The pore geometry u is frozen as a planar bilayer of half-width
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Figure 6: Distribution of positive (blue-solid) and negative (red-dashed) ions between two
plates as a function of the distance R from center-line. From the plate half-width is 0.5, 1.0,
and 2.0 nanometers, and the prescribed negative ion profile corresponds to 0.3−0.4 C/m2 of
surface charge. The positive ion profile is computed from the steady-state system [30]-[31].

R, and the coupled evolution is taken at equilibrium, for which [12] and [15] reduce to the
Nernst-Planck system

∇ ·
(

(1 +
6p2

p2
c

)∇p+
2pn

n2
c

∇n+
pq0

kBT
∇φ
)

= 0, [29]

coupled to Poisson’s equation
∇ · (ε0∇φ) = n− p. [30]

At equilibrium the flux of protonic charge is zero, and the Nernst-Planck equation reduces
to an algebraic system,

ln p+
3p2

p2
c

+
n2

n2
c

+
q0φ

kBT
= C, [31]

where the constant C is determined to enforce global electroneutrality across the channel.
The combined system, [30] and [31] is solved subject to the global electroneutrality con-
dition, φ′ = 0 on the walls of the channel. As depicted in Figure 6, for different channel
widths with the same prescribed total charge, approximately 0.4 C/m2 of surface area, the
positive charges are driven away from the regions of maximal negative charge, which leads
to a strong local charge imbalance, while maintaining global charge neutrality.

Conclusions

The functionalized Cahn-Hilliard equation affords a thermodynamically motivated frame-
work which recovers many of the morphologies proposed for the water-phase within per-
fluorosulfonated ionomer membranes, including bilayer, pore, and pearled-pore networks.
Moreover the hysteric nature of these materials is readily apparent within the model simu-
lations. Extensions of the model, which couple the interfacial energy to electrostatic effects
are discussed, deriving a modified Poisson-Nernst-Planck for the proton conduction as well
as novel terms which couple the electrostatic component of the free energy to the interfacial
development.
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