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PEM FUEL CELLS: A MATHEMATICAL OVERVIEW∗
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Abstract. We present an overview of the mathematical issues that arise in the modeling of
polymer electrolyte membrane fuel cells. These issues range from nanoscale modeling of network
structures arising in pore formation within the polymer and the formation of nanostructured agglom-
erates within the catalyst layer, to macroscale models of multiphase flow and water management,
degradation of catalyst layers and membrane, and development of stack level codes. The dominant
themes are the development and analysis of multiscale models and their reduction to simplified forms
that are implementable in stack-level computations.
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1. Introduction. The broad spectrum of energy use—its generation, trans-
portation, and conversion—is emerging as one of the most important political and
social issues of the 21st century. Our current energy infrastructure relies heavily
upon the availability of cheap, high energy density fuels extracted from fossil reserves
that are either refined and shipped or combusted to produce electricity. Concerns
about dwindling resources, particularly as measured against consumption, and the
accumulating impact of carbon dioxide on the global environment are uniting to push
interest in a sustainable, carbon-lite energy infrastructure. This requires the accumu-
lation of energy from ambient sources (wind, solar, geothermal) and its subsequent
conversion, into either high-density forms or electricity, for distribution. But electric
power, which can be efficiently distributed, is problematic to store on a large scale and
must be converted to a high-density state for automotive uses. Thus a key issue in the
transition away from a carbon-based energy infrastructure is the efficient conversion
of energy from solar, chemical, and thermal to electric, or from electric or solar to
chemical.

Fuel cells are highly efficient electrochemical (chemical to electric) energy conver-
sion devices. On a macroscale the chemical fuel and oxygen are fed into two electrodes,
the anode and cathode, that are separated by a selective transport membrane. The
catalyst materials within each electrode induce a partial reaction that produces elec-
trons at the anode and consumes electrons at the cathode. The partial reactions also
produce ions, and the net reaction is completed by transporting one of the charged
ions through the selective transport membrane that ideally blocks transport of the
other species—particularly the electrons that flow through an external circuit from
anode to cathode. Separating the reaction into two half-steps occurring at different
electrodes stores the Gibbs free energy of the chemical reaction, i.e., the full energy
less entropic losses, in charged double layers at the surface of the respective catalyst
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370 KEITH PROMISLOW AND BRIAN WETTON

layers. When the chemical reaction is completed in a single step, the excess energy
becomes heat; when separated into two steps, a significant portion of the chemical
potential is available to the cell as a difference in electric potential.

Polymer electrolyte membrane (PEM) fuel cells employ a hydrophobic polymer,
functionalized by acidic sidechains, as the electrode separator. They enjoy rapid start-
up and shut-down transients and efficient operation when hydrogen gas is used as the
fuel. Moreover, they possess a very rich, multiscale structure that requires many levels
of models to describe. Indeed, an emerging theme in the realm of energy conversion is
the need for nanostructured composites composed of interpercolating networks with
selective transport properties feeding reactants to catalyst sites with large surface
area densities. We focus our attention on the mathematical description of their op-
eration with attention towards the optimization of performance. This includes the
development of structured nanocomposites, such as the catalyst layers and electrode
separator; the understanding of the macroscopic properties that influence the fuel cell
performance under different operating conditions, such as the multiphase flow asso-
ciated with water management; the modeling of various parasitic reactions that can
degrade the fuel cell’s performance over time, particularly corrosion of carbon in the
catalyst layer; and finally the integration of subscale models into stack-level codes
that describe the operation of hundreds of fuel cells in series.

2. Basic PEM fuel cell functionality. A PEM fuel cell is divided into an
anode and a cathode, separated by the PEM. The cathode has a graphite current
collector plate into which are etched gas flow channels that carry an oxygen, nitrogen,
and water vapor mixture. The collector plate also contains coolant channels that
remove heat generated by the reaction. The gases permeate the gas diffusion layer
(GDL) that carries the oxygen to the cathode catalyst layer. Similarly, on the anode
the fuel, a mixture of molecular hydrogen, water vapor, and other inert gases, flows
down the channels etched into the anode collector plate; see Figure 2.1 (top). The
full mixture reaction,

(2.1) 2H2 + O2 → 2H2O,

is split into the anode and cathode half-reactions, respectively, the hydrogen oxidation
(HO) and the oxygen reduction reaction (ORR),

H2 → 2H+ + 2e−,(2.2)

4H3O
+ + 4e− + O2 → 6H2O.(2.3)

There are detailed studies of these reactions [62] and their thermodynamics [54] under
idealized conditions. However, reaction rates and heat production depend sensitively
upon local conditions, and in practice macroscopic models, such as the Butler–Volmer
equations (2.5)–(2.6), are fit to the performance of specific catalyst layer construction.
Both the anode and cathode catalyst layers are interpenetrating nanocomposites of
electronically conductive carbon, protonically conductive ionomer, and gas pore space.
The 20–40 nanometer carbon black particles are decorated with 5 nanometer platinum
(Pt) catalyst particles and mixed with the ionomer and alcohol. This catalyst “ink”
is applied to either side of the polymer electrolyte membrane. As the mixture dries
the carbon particles agglomerate into 100–200 nanometer diameter clusters that are
coated in polymer electrolyte. As the last of the alcohol dries off, the mixture cracks
slightly, forming a network of gas pores; see Figure 2.1 (bottom). The protons formed
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Fig. 2.1. Top: Three-dimensional (3D) schematic of unit cell, not to scale. A single fuel
(hydrogen) channel and an oxidant (air) channel are shown, although a unit cell typically has many.
The gas diffusion layers, catalyst layers, and polymer electrolyte membrane comprise the MEA,
which is sandwiched between the anode and cathode collector plates. Oxygen (green) flows through
the cathode GDL to the catalyst layer while product water (blue) flows in the reverse direction.
Bottom: The catalyst layer is a nanocomposite of carbon particles decorated with platinum and an
interpercolating region of ionomer material (denatured polymer electrolyte, a protonic conductor).

by HO at the anode are driven across the water-filled pores of the polymer electrolyte
membrane by the induced voltage gradient, arriving in the cathode catalyst as hydro-
nium ions, H3O+. The electrons in the anode catalyst layer are conducted through its
carbon agglomerates, through the graphite paper of the GDL, and into the graphite
backing plate, around an external circuit, and into the cathode graphite plate, the
cathode GDL, ultimately arriving at the carbon agglomerates within the cathode cat-
alyst layer. At the surface of the platinum catalyst within the cathode catalyst layer,
the electrons combine with the protons transported through the ionomer phase and
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Fig. 2.2. Cross-section of a unit cell in the y-z plane (not to scale). Water is formed at the
cathode catalyst, which may occur in liquid or vapor form. Liquid water hydrates the membrane and
increases its protonic conductivity, but may also flood the catalyst layer pores, preventing oxygen
from reaching the catalyst layers.

the molecular oxygen that has diffused through the GDL, into the cathode catalyst,
through its gas pore structure, and into the carbon agglomerates.

The schematic of a unit cell in Figure 2.1 (top) depicts counterflow in which the
oxidant gas (air) and coolant flow in channels in the x direction while the reactant gas
(hydrogen) flows in channels in the −x direction. Under coflow operation both gas
channels flow in the +x direction. The straight gas channels depicted in this figure
are typical of the Ballard Mk 9 design; however, serpentine gas channels [100] are also
used. While the serpentine gas channels increase the overall channel length and so
the parasitic losses to gas compressors, the increased pressure drop can be useful for
removal of liquid water which may accumulate in the channels. Unit cells can be of
the order of a meter long, but only a few millimeters thick. Reductions to unit cell
and stack models based on this large aspect ratio are discussed in section 6.

More detail of the cross-plane (y-z) geometry is shown in Figure 2.2. Hydrogen
gas moves from channels through the anode GDL, often composed of a teflonated
carbon fiber paper, to the catalyst layer. The carbon fibers are good conductors of
heat and electronic current. The GDL thickness is of the order of 100 micrometers,
while the catalyst layer is of the order of 10 micrometers thick. The two pairs of GDL
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and catalyst layers together with the membrane are called the membrane electrode
assembly (MEA). Designing improved MEAs is the goal of much current industrial
and academic research. The issues are discussed in more detail in sections 3–5 below.

Water plays a crucial role in PEM operation. The membrane must be well hy-
drated to have high protonic conductivity. However, too much liquid water can flood
the gas channels or pores in the GDL or catalyst layer. Water management is the
design of materials and operating conditions to produce sufficient liquid water to fully
hydrate the membrane without flooding catalyst sites. This is a challenge to model
since it involves a sensitive global coupling of electrochemistry with thermal and mul-
tiphase mass transport. Some aspects of water management are discussed in section 5
below.

The full reaction (2.1) releases approximately 1.5 joules per coulomb of electronic
charge transferred and thus can be assigned a potential of 1.5 volts. If the anode
and cathode are electrically isolated from each other, and no external current flows,
then under ideal circumstances the two half-reactions will proceed until the charge in
the double layers at the anode and cathode generates voltage jumps totaling approxi-
mately 1.2 volts, with the difference between the full reaction and the two half-voltages
being the entropic losses. In this state the spatially complicated carbon/ionomer in-
terface within the catalyst layers functions as a charged capacitor. However, various
effects, particularly crossover of hydrogen gas through the polymer membrane, reduce
actual “open circuit” potentials, Eo, to around 0.9 volts:

(2.4) Eo = Ec − Ea,

where Ec and Ea are the cathode and anode contributions, represented in Figure 2.3.
If the external electric circuit between the anode and cathode is completed, then the
ORR causes the accumulated “capacitance” within the catalyst layer to be discharged,
and loss of double-layer capacitance must be recharged dynamically. The relation
between the anode and cathode reaction rates, Ia/c, and loss of voltage, or “over-
potential” ηa/c, due to discharge of the capacitance is a fundamental characterization
of the catalyst layer. At a macroscopic level this relation is given by the Butler–Volmer
equations

Ic =
io,c

F
cO

cO,ref

[
exp

(
αcF
RT

ηc

)
− exp

(
−αcF

RT
ηc

)]
,(2.5)

Ia =
io,a

F
cH

cH,ref

[
exp

(
αaF
RT

ηa

)
− exp

(
−αaF

RT
ηa

)]
.(2.6)

Here Ic and Ia are, respectively, the local electron consumption in the cathode and
electron production in the anode, and cO and cH are the molar densities of oxygen
and hydrogen at the respective catalyst sites. The factors io,c and io,a are the ref-
erence exchange currents for the anode and cathode catalyst layers, while cO,ref and
cH,ref are reference densities. These four parameters give an effective macroscopic
description of the catalyst layer microstructure. Faraday’s constant, F ; the ideal gas
constant, R; and the local temperature, T , enter into the formula. The local density
of hydronium, c+, which also participates in the ORR (2.3), could be included in the
Butler–Volmer relation; however, local electroneutrality effectively slaves the hydro-
nium concentration to the local acid charge density which is essentially a material
parameter. Consequently the local hydronium density is typically absorbed into the
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Fig. 2.3. Schematic representation of the potential φ as a function of position over a single
conductive pathway through the MEA. Top: No current is drawn, the potentials are flat, and the
jumps at boundary layers are given by the half-electrode potentials, Ea and Ec, respectively, that
sum to give the open circuit potential. Bottom: Current is drawn, the arrows show the direction of
flow of electrons in the electrode and of protons in the membrane. The jumps at the catalyst layer
are reduced by the overpotentials, ηa and ηc, that depend upon the transport of reactants through
the GDL to the catalyst sites. The useful potential, U, given by (2.7), is reduced, while the power
production, UI, may increase from zero at open circuit conditions to a maximum before falling off
at high current densities.

exchange current density. A simple voltage balance relates the net voltage U produced
by the cell to the kinetic reaction rate I:

(2.7) U = Eo − ηc(I, cO) − ηa(I, cH) − RmI,

where Rm represents an effective ohmic resistance of the MEA; see Figure 2.4 for
a graphical representation of these quantities. The global coupling present in the
problem is now relatively clear. The presence of liquid water greatly diminishes the
membrane resistance, Rm, but excessive water will reduce the oxygen concentration
cO at the catalyst layer; moreover, the voltage difference Eo − U generates waste
heat at the rate I(Eo − U), impacting the temperature profile and hence the phase
change between liquid water and vapor. Furthermore, the consumption of oxygen and
production of water vapor change the gas mixture substantially from inlet to outlet
in the x direction, so that under typical conditions some regions of the cell operate in
a dry regime, while others are in a two-phase regime.
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Fig. 2.4. A typical polarization curve showing the current-voltage relation at fixed MEA water
content, often called an instantaneous polarization curve. There is an initial drop in the cell potential
due to activation polarization, followed by a long linear decay in voltage due to omhic losses, and
then a sharp knee in the potential due to the inability to transport reactants to the catalyst sites,
which can be due to liquid water accumulation.

An individual cell often can provide no more than 0.6 volts at reasonable current
densities, so to increase power production for automotive and large stationary appli-
cations, up to 100 or more unit cells are placed in series to form a fuel cell stack. In a
stack configuration the anode plate of one cell is placed next to the cathode plate of
the next so that their voltages will add. The combined plates are called bipolar plates.
A sketch of a stack cross-section (x-z) is shown in Figure 6.3. Because the unit cells
in a stack are arranged in series, the same total current passes through each of them.
For this reason it is common to study individual unit cells as operating at a prescribed
total current. In this situation the reactant gas inlet flows are typically measured as
stoichiometric ratios (stoichs) of the flow that would provide exactly enough reactant
to produce the prescribed current. Reactant gases and coolant are typically delivered
to unit cells in a stack through header manifolds.

The discussion above focuses on typical current designs for PEM fuel cells for
automotive or stationary applications, but there are other variants. Interdigitated
cathode channel designs [119] have been shown to improve water management in cer-
tain situations. For portable power, the Ballard Nexa design does not have a separate
coolant system; rather it is air cooled using a high oxidant flow rate. In addition it
features dead-ended anode channels. Smaller unit cells for portable electronic devices
can passively use ambient air and can also feature dead-ended anodes [58]. Some
advantages in water management have been achieved by incorporating a porous ma-
terial for the landing areas, so that liquid water can be introduced on the cathode
inlet side and extracted from the anode outlet, effectively keeping the membrane fully
hydrated along the length of the channel. This serves to break the intrinsically un-
stable feedback between membrane hydration and water production, permitting the
cell to operate stably at very low anode stoichs; however, performance under repeated
freeze-thaw cycles is unclear [57, 111]. These design variants use the same kind of
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MEA construction, and so the discussion in sections 3–5 is generally applicable. How-
ever, the requirements for MEA design in these cases might be quite different from
those of conventional systems.

There are several alternative approaches to fuel cells, quite different from PEM
designs. The most similar are direct methanol fuel cells [72, 26] that are also low
temperature and use similar MEA construction. However, they use a methanol and
water mix for fuel and produce CO2 gas as a by-product. Alkaline fuel cells [66]
operate at an intermediate temperature. Both molton carbonate [115, 32] and solid
oxide [43] fuel cells operate at high temperatures. In the previous citations, we have
listed review articles and some selected papers of more mathematical interest.

Several themes in fuel cell modeling are reflected in this overview. The main math-
ematical theme is multiscale modeling and analysis. Changes in micro- and nanoscale
structures in the MEA components can affect stack level performance. Appropriate
stack level operating conditions can reduce or eliminate serious component material
degradation effects. The main application issues are device cost and durability [12].
Thus, models are built to examine questions like How can we operate existing stacks
most efficiently?; What are the bottlenecks to current performance and what mate-
rial or system changes are necessary to bypass them?; What are the current lifetime
limiting degradation effects in fuel cells and how can they be reduced by material
improvements or operating conditions? An additional key issue for the commercial-
ization of fuel cells is fuel (hydrogen) generation and storage, which is outside the
scope of this article; see [91, 92, 23, 46].

3. Membrane models. The membrane which separates the cathode from the
anode must serve several functions. First, it should efficiently conduct protons, while
preventing electrons and reactant gases from crossing. Moreover, it must maintain
structural integrity over a wide range of operating conditions, from freezing to 80◦C
for typical operating conditions, as well as under high compressive loads. Indeed
there is considerable effort to develop a high-temperature cell that can operate at
up to 120◦C to improve carbon monoxide tolerance [101], simplify heat extraction,
and increase catalytic performance of the ORR. Membranes which could retain con-
ductivity and structural integrity above 200◦C could lead to nonprecious metal cata-
lysts. While polymer electrolyte membranes come in various forms, a common trait
is a hydrophobic polymer backbone that has been functionalized by the addition of
acidic sidechains. The industry standard is Nafion, a perfluorosulfonic acid, essen-
tially repeating linear—CF2—units with an occasional short sidechain terminating in
an −SO3H acid group. In the presence of water (or other solvent) the hydrogen disas-
sociates from the acid group, producing an electrolyte solution of H3O+ and tethered
anions, SO−

3 . Other variants include PEEKs which replace the fluorocarbon backbone
with a benzene ring. There are several variants of Nafion, with different equivalent
weights (the weight in grams of membrane material which contains one mole of acid
groups), sidechain lengths, spatial distributions of acid groups, and stiffness of the
polymer backbone.

All of the polymer membranes absorb water, and their protonic conductivities
increase with water content. As water is absorbed into the membrane, a phase sep-
aration occurs that forms a water-filled pore network which serves as the protonic
conductors [77]. However, the absorption of water is relatively slow and is a very
hysteretic process; see Figure 3.1 (bottom). Indeed Nafion has three identified states,
expanded (E), normal (N), and shrunk (S) [40], depending upon its pretreatment,
with transitions between these states requiring tens of hours to days of exposure. An
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Fig. 3.1. Top: The isotherms of Nafion in the normal form. Reprinted from [A. Z. Weber
and J. Newman, Modeling transport in polymer-electrolyte fuel cells, Chem. Rev., 104 (2004),
pp. 4679–4726]. Copyright c© 2004 American Chemical Society. Reprinted with permission. All
rights reserved. Bottom: An MRI image of the water content of a Nafion membrane exposed to
liquid water on the left-hand side ( 0–125 micrometers) and water vapor, at 30% RH, on the right-
hand side ( 350–450) micrometers. The water content is described by a piecewise linear function of
position with much larger slope near the vapor equilibrated end. Moreover, the slope of the water
content in the vapor equilibrated region changes significantly over a 20-hour transient, consistent
with a slow rearrangement of the structure of the pore phase; see [124] for further details.

identifying feature of any ionomer membrane is its water sorption isotherm that relates
the adsorbed water molecules per acid group to external relative humidity (RH); see
Figure 3.1 (top). Nafion has long been associated with the so-called Schroeder para-
dox in which considerably more water is adsorbed from a liquid water environment
than from a saturated vapor environment (100% RH), in apparent contradiction to
the chemical equilibrium between saturated vapor and liquid at the same temperature
and pressure. The form of the adsorption isotherms has a leading order impact on the
functioning of the membrane as its conductivity is strongly tied to its water content.
Thus the initial observations of the Schroeder paradox have stimulated considerable
experimental investigation, with a recent paper [75] suggesting that it is in fact yet
another example of hysteresis, with liquid and vapor equilibrated membranes having
a similar isotherm if their thermal pretreatment histories are similar.

A key mathematical issue is to determine the pore structure, protonic conduc-
tivity, and macroscopic behavior of PEMs from their fundamental characteristics:
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equivalent weight and distribution of acid groups, backbone stiffness and hydropho-
bicity, and crosslinking of the polymer [78]. The overall goals are to understand the
mechanics behind the hysteresis, to improve protonic conductivity, and to develop
membranes that are stable and protonically conductive at temperatures well above
100◦C. There has been significant computational investigation of polymer electrolytes
at a variety of length scales; see [50] for a comprehensive review of this issue from
the ab initio to the molecular dynamics level. The ab initio approach resolves elec-
tronic structure, computing the disassociation of acid groups and the interaction of
small clusters of atoms. Molecular dynamics approaches model electronic interactions
through averaged partial charges, but may resolve issues on a larger length scale, such
as the formation of individual pores within the Nafion. Larger scale atomistic sim-
ulations, based upon density functional theory, lump groups of atoms together into
effective particles (see [117]) and are capable of resolving networks of pores. How-
ever, none of these methods can approach the time scales on which the pore networks
form and coarsen. Indeed this network coarsening is the mechanism that yields the
hysteresis which is fundamental to Nafion’s behavior. At the macroscopic level, when
resolving length scales greater than a micrometer, there are a wide range of modeling
efforts that attempt to predict water distributions in a Nafion membrane from an-
ode to cathode under various operating conditions, including the elastic response to
external pressures; see [114] for a nice overview. Efforts have been made to include
both pressure and diffusive driven water transport [109], to explain the Schroeder
paradox from chemical isotherms [20], and to study membranes under elastic com-
pression [110, 71]. These efforts evoke a pre-existing pore structure to motivate classes
of macroscopic models and to attempt to fit known behavior through the adjustment
of various control parameters.

3.1. Phase separation in functionalized membranes. In this section we
outline a class of continuum level models for the pore formation within polymer elec-
trolytes based upon novel extensions of the classical Allen–Cahn and Cahn–Hilliard
energies [17]. Rather than viewing the pores as static features of the membrane, we
describe them as a dynamic phase separation process. The polymer backbones are
hydrophobic and do not mix freely with water. To generate a nanoscale pore struc-
ture, the immiscibility of the polymer and water is reversed by the functionalization
process, that is, the addition of the acid-terminated sidechains, effectively embedding
latent energy within the polymer, energy that is released upon the formation of the
polymer-solvent interface. The proposed model exploits a fundamental structure im-
plicit in the functionalization of the polymer backbones, balancing energy liberated by
hydration and proton dissociation of the hydrophilic sidechains against elastic bend-
ing moments of the hydrophobic backbone polymer. The energy liberated by the
hydration of the acid groups is proportional to the surface area of the water-polymer
interface. In a phase field model with a smooth phase function taking the values
ψ = ±1 in water and polymer domains, respectively, and with small parameter ε
representing interfacial width, the surface area can be modeled by the Allen–Cahn
energy

(3.1) A(ψ) =
∫

Ω
ε
1
2
|∇ψ|2 + ε−1W (ψ)dx,

where W (s) = 1
4 (1 − s2)2 is a double-well potential. However, the functionalized

polymer chains are effectively bonded, via the disassociated acid groups, to the water-
filled pores, forming a sheath around them and imbuing the pore with an elasticity;
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see Figure 3.3(b) for a depiction. The water-polymer interface attempts to minimize
free energy by maximizing its interfacial area; however, this intrinsically unstable
dynamic is regularized by the elastic deformation of the backbone sheath, whose
energy is proportional to the square of the curvature of the interface, which is also
the square of the variational derivative of A,

(3.2) H =
1
2

∫

Ω

(
δA
δψ

)2

dx =
1
2

∫

Ω

(
ε∆ψ − ε−1W ′(ψ)

)2
dx.

The Γ-convergence of H to the Willmore functional as ε→ 0 has been shown; see [63].
With η > 0 describing the relative energy densities of the acid disassociation and the
backbone stiffness, the interfacial energy is given by the balance

(3.3) I = H(ψ) − ηA(ψ).

This novel energy is naturally fourth order, but is imbued with a rich structure
from its special form. Indeed, quite generally we may define the quadratic function-
alization F of an energy E by

(3.4) F(ψ) ≡ 1
2

∫

Ω

(
δE
δψ

)2

dx − ηE(ψ).

The functionalized energy has a first variational derivative with twice the differential
order of the original energy, but this higher-order variation factors as

(3.5)
δF
δψ

=
δ2E
δψ2

δE
δψ

− η δE
δψ

=
(
δ2E
δψ2 − η

)
δE
δψ

.

It has been shown [88] that, for a general class of second-order energies, the associ-
ated quadratic functionalization possesses global minimizers that are solutions of the
associated Euler–Lagrange equations. From the factored form of the Euler–Lagrange
equations, it is clear that F also inherits the critical points of E ; however, the second
variation of F at a critical point ψE of E takes the form

(3.6)
δ2F
δψ2 (ψE ) =

(
δ2E
δψ2 − η

)
δ2E
δψ2 .

A critical point ψE of E is a local minimizer of F if and only if its second variation
is positive definite, and it has been shown that this requires that the second variation
of E at ψE not have spectrum in the interval (0, η), where η is a lower bound on η.
While the critical points of E are local minimizers of F for small η, for a large class
of energies E one can choose η sufficiently large, so that all critical points of E are
saddles of F , and the global minimizer of F is necessarily a new structure, generi-
cally a network, that is born of the functionalization. In this manner, by adjusting
the balance parameter η, the minimizers of E can be stabilized or destabilized, and
network structures corresponding to the large η minimizers of F can be generated in
a controlled manner. The study of these minimizers, and more generally minimizers
subject to constraints, such as prescribed volume fraction, is an open and interesting
problem.

In the model at hand, the interfacial energy I is the functionalization of surface
area represented through the Allen–Cahn energy. Natively the hydrophobic backbone
seeks to minimize the surface area of its interface with water. However, when the
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Fig. 3.2. Left: A two-dimensional (2D) simulation of a gradient flow of form (3.7) with ρ = 1
and with periodic boundary conditions for an 80% polymer (white) and 20% solvent (dark) mixture
starting from “boiled” initial data, with zero mean white noise added at each time step. Parameters
are ε = 2×10−2, η = 2ε. Right: Cryo-transmission electron microscopy (TEM) image of Nafion 1100
solution. Reprinted from [L. Rubatat, G. Gebel, and O. Diat, Fibrillar structure of Nafion: Matching
Fourier and real space studies of corresponding films and solutions, Macromolecules, 37 (2004),
pp. 7772–7783]. Copyright c© 2004 American Chemical Society. Reprinted with permission. All
rights reserved. The authors describe the solvent phase as “a network of wormlike structures.” The
lateral width of the image is roughly 100 nanometers. Dark spots are water, and brighter regions
depict crystallized Nafion. The thick black lines are carbon inclusions that support the membrane.

polymer has been functionalized by the addition of acidic sidechains, the nature of
the polymer-water interaction is reversed and it becomes exothermic. The generation
of interface is regularized by the square of the variational derivative of surface area,
producing an interfacial energy with a rich class of critical points, including global
minimizers, local minimizers, and saddle points. Heating the polymer membrane
softens the backbone material while leaving the density of the embedded acid groups
fixed; heating thus increases the value of η. The hysteresis under heating and cooling
that is so prevalent in the polymer electrolytes is a function of the destabilization and
restabilization of the various local minimizers, generating the pore network associated
with the large η global minima. This process is not restricted to synthetic materials:
proteins are an important class of functionalized polymer, natively hydrophobic but
with many embedded charges that encode their particular chemical purpose. Chief
among these purposes is the formation of ion channels, which are more sophisticated
forms of phase separated polymer electrolytes, with higher acid density and more
sensitive ion selectivity.

The simplest, physically reasonable flows associated with the interfacial energy
are the mass-conserving gradient flows

(3.7) ψt = −Gρ
δI
δψ

= −ε−2Gρ

(
ε2∆− W ′′(ψ) − εη

) (
ε2∆ψ − W ′(ψ)

)
,

where Gρ = −(1 + ρ)∆/(I − ρ∆) is a gradient that ranges from the Laplacian, G0 =
−∆, to the negative of the zero-mass projection, G∞f = − (f − 〈f〉Ω), as ρ runs
from 0 to ∞. A typical simulation corresponding to period boundary conditions in a
square domain Ω is presented in Figure 3.2. The flow starts from an initial condition
corresponding to a glassy state (boiled) and shows the coarsening of the pore structure
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for the cooled sample with a decreased value for η. The gradient flows (3.7) will also
spontaneously form fine-structured interfaces from large-scale mixtures of polymer
and water, absorbing the water into the polymer and forming a pore network.

The G0 gradient flow for Allen–Cahn energy, A, is just the Cahn–Hilliard equation

(3.8) ψt = ∆(ε2∆ψ − W ′(ψ)).

When subject to zero-flux boundary conditions, the Cahn–Hilliard equation supports
a large family of quasi-steady front solutions that take the form ψ = ±1 on Ω±, where
Ω is the disjoint union of Ω+ and Ω−, with a smooth transition front supported in
an ε neighborhood of the simple curve Γ = ∂Ω+ ∩ ∂Ω−. Both formally and rigorously
[83, 1], it has been shown in the ε→ 0 limit that the normal velocity of the interfacial
curve Γ is given by a Mullins–Sekerka flow; that is, if we define v± in Ω± by

(3.9)

∆v± = 0, Ω±,

∇nv± = 0, ∂Ω ∩ ∂Ω±,

v± =−S
2 κ, Γ,

where S is the surface tension and κ is the mean curvature of the interface, then
the normal velocity, V , of the interface Γ is proportional to the jump in the normal
derivative,

(3.10) V =
1
2
[[
∇nv±

]]
,

along Γ. Thus the mean curvature drives the flow, smoothing the interface. For the
G0 flow of the functionalized interface energy, the front solutions are no longer stable,
at least for η = O(ε); however, the front evolution is still slow. There is still a
sharp interface limit corresponding to a Mullins–Sekerka-type flow, but the driving
force is against the interface curvature, regularized by the surface Laplacian (Laplace–
Beltrami operator) ∆s, but destabilized by nonlinear terms,

(3.11)

∆v± = 0, Ω±,

∇nv± = 0, ∂Ω ∩ ∂Ω±,

v± = S
2

(
(∆s + η)κ+ 1

2κ
3
)
, Γ.

These equations govern the initial stages of instability of a front-type solution until
the fingering instability generates the pore structure. The subsequent evolution of the
pore structure is currently an open problem.

3.2. Conductive polymer electrolyte equations. A broader goal is to in-
corporate elastic and electrostatic energy into models for the macroscopic behavior of
the membrane material and to build in Angstrom scale effects, such as the solvation
of ions by water, upon the proton conduction. The elastic deformations of PEMs are
strongly coupled to the ion conduction and water adsorption [51]. Indeed there are
efforts to use polymer electrolytes as actuators and sensors by either driving ionic
currents through an unconstrained membrane to cause it to bend, or by measuring
the ion flux that results from an elastic impulse; see [73, 95] for modeling efforts in
these directions. Within the context of PEM fuel cells the membrane is constrained
between the anode and cathode flow-field channels and is limited in its ability to swell,
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which may significantly impact water adsorption (see [110, 71]) and even lead to oscil-
lations and bifurcations [4]. Moreover, lateral variations in water content can lead to
strain that, when coupled with the thermal cycling typical in automotive applications,
may result in tearing or perforation of the membrane, which is a significant source of
degradation [53, 39, 12]. Water that freezes in the backing layers of the MEA may
generate elastic stresses which can contribute to degradation in shut-down and start-
up at subzero temperatures. Thus, there are many connections between membrane
mechanical degradation and water management.

The Department of Energy has led a significant push to develop PEMs that func-
tion at higher temperatures (120–150◦C) to increase the tolerance to carbon monoxide,
a common impurity in hydrogen gas obtained from reformed hydrocarbons, and to
facilitate heat extraction. Also, maintaining an automotive PEM fuel cell at 80◦C
against an ambient temperature of 30–40◦C requires a significantly larger radiator
than does the internal combustion engine which operates at higher temperatures,
and the coolant issue is currently a limitation in PEM operating efficiency. More
significantly, higher operating temperatures will open the door to nonprecious metal
catalysts for the ORR, which would significantly reduce production costs. However,
at higher operating temperatures current PEMs undergo a glass transition and lose
their structural integrity, leading to viscoelastic flow and potential membrane rupture.
Also, higher temperature increases rates of membrane degradation and carbon cor-
rosion. The viscoelastic flow of the membrane has been investigated experimentally
[53]; however, the most systematic attempts to incorporate membrane stress into the
membrane’s overall response have occurred in the actuator literature [73, 95].

To address these issues we extend a general class of phase-field models based upon
a momentum balance that has been proposed by Liu for fluid-elastic mixtures; see
[60, 59, 28]. These possess a favorable energy structure and handle the Eulerian–
Lagrangian dichotomy of the fluid flow versus the elastic response of the membrane
material by pulling the Lagrangian evolution back into an Eulerian framework. To
handle the elastic energy, one observes that for a deformation x = x(X, t) of the
elastic structure, from an “unstressed” reference configuration ψref in terms of X , the
Lagrangian coordinate, the velocity v = xt, and the deformation gradient F = ∂x

∂X
must satisfy a compatibility equation, essentially the chain rule, with the velocity,

(3.12) Ft + v.∇F = (∇v)F.

The elastic energy, W(F ), may be taken as a generic nonlinear functional of the
deformation F .

Our extension should couple the evolution of the charged polymer-water interface
to Poisson’s equation in such a way as to preserve energy dissipation. Moreover, proton
conduction in water is somewhat nonstandard as the excess proton is effectively an
extra hydrogen bond in a hydrogen bond network. The density of hydrogen bonds
within the water phase correlates strongly with the relative permittivity of the water,
which is typically low in the vicinity of the interface, where the waters hydrate the
pendant acid groups, and much higher within the middle of the pore, where the water
is more bulk-like; see Figure 3.3. This discussion suggests that both hydrogen bond
density, h = h(ψ), and the dielectric constant, ε = ε(ψ), be taken as prescribed
functions of the phase-field variable ψ, low where ψ = −1 and high where ψ =
1. The Gibbs–Boltzmann entropy for this mixture is modified to incorporate the
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Fig. 3.3. Top: Profiles of the dielectric constant and protonic charge carrier concentration
in a hydrated hydrophilic channel (pore) at three different water contents. Reprinted from [K.-D.
Kreuer, S. J. Paddison, E. Spohr, and M. Schuster, Transport in proton conductors for fuel-cell
applications: Simulations, elementary reactions, and phenomenology, Chem. Rev., 104 (2004), pp.
4637–4678]. Copyright c© 2004 American Chemical Society. Reprinted with permission. All rights
reserved. Segregation of cationic and anionic charges leads to exceptional proton mobility. The
entropic force resulting from low hydrogen bond availability excludes the protonic defects from the
wall; see also [76, 80, 81, 82]. Bottom: An interpretation, from Rubatat and Diat, of the structure
of Nafion channels based upon small angle scattering (SAX) and TEM scattering data. Reprinted
from [L. Rubatat, G. Gebel, and O. Diat, Fibrillar structure of Nafion: Matching Fourier and real
space studies of corresponding films and solutions, Macromolecules, 37 (2004), pp. 7772–7783].
Copyright c© 2004 American Chemical Society. Reprinted with permission. All rights reserved.
The hydrophobic backbones form a sheath around the pore, effectively glued on by the hydrophilic
sidechains. Earlier work of Hsu and Gierke [41] postulated that a balance of elastic deformation and
hydrophilic surface interactions leads water to form spherical hydrophilic clusters of 4-nanometer
radius surrounded by sulfonate groups, with the clusters connected through cylindrical channels of
1-nanometer diameter.

nonuniformity of the hydrogen bond lattice upon which the protons walk,

(3.13) S(p,ψ) =
∫

Ω
p ln

p

h
dx.

The tethered −SO3H acid groups disassociate into negative ions and protons in the
presence of water, and the negative ions (−SO−

3 ) cluster along the polymer-water
interface. Assuming full disassociation of the acid groups, it is reasonable to pre-
scribe the local density of negative ions as a function n̂(ψ) of phase-field function,
n = n0n̂(ψ)/

∫
Ω n̂(ψ)dx, normalized so as to conserve the average charge density n0.

Setting various physical constants to 1 for the remainder of this section, we introduce
the action G, which incorporates the entropy, interfacial energy I from (3.3), kinetic
energy, elastic energy W , and electrostatic Lagrangian N , as functions of the local
proton density p, the phase function ψ, the electric potential φ, the local mixture
velocity v, and the deformation F :

(3.14) G(p,ψ,φ, v, F ) = I(ψ) + S(p,ψ) + W(F ) −N (p,ψ,φ) +
1
2

∫

Ω
|v|2dx.
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The electrostatic Lagrangian is given the form

(3.15) N (p,ψ,φ) =
∫

Ω

1
2
ε(ψ)|∇φ|2 − (p − n(ψ))φdx,

so that the critical points of N with respect to the electric potential φ solve Poisson’s
equation

(3.16) ∇ · (ε(ψ)∇φ) = −(p − n(ψ)).

Solutions of Poisson’s equation are also critical points of the action

(3.17)
δG
δφ

= ∇ · (ε(ψ)∇φ) + (p − n) = 0.

The free energy, E , is obtained by requiring that φmaximize G, i.e., solve Poisson’s
equation, in effect taking the Legendre transform of the action with respect to the
electric potential. Using (3.16) to eliminate p−n from (3.15) and integrating by parts,
we obtain

(3.18) E(p,ψ, v, F ) = I(ψ) + S(p,ψ) + W(F ) +
1
2

∫

Ω

[
ε(ψ)|∇φ|2 + |v|2

]
dx.

The action may now be employed to generate a flow which dissipates the energy. The
evolution for the phase field couples the interfacial and electrostatic energies with the
entropy:

ψt + v.∇ψ = ∆
δG
δψ

= ∆
((
δ2A
δψ2 − η

)
δA
δψ

− ph′

h
(3.19)

−
[
1
2
ε′|∇φ|2 + n(ln n̂)′

(
φ−

∫

Ω

nφ

n0
dx

)])
,

where ′ denotes the derivative of a function of one variable with respect to that
variable. The proton density evolves according to a modified Poisson–Nernst–Planck
(PNP) equation which incorporates the entropic effects,

(3.20) pt + v.∇p = ∇ ·
(

p∇δG
δp

)
= ∇.

(
h∇ p

h
+ p∇φ

)
.

The balance of momentum takes the form

(3.21) vt + v.∇v + ∇π = ∇ · (µ(ψ)∇v) +
δG
δψ

∇ψ +
δG
δp

∇p + ∇ · (DWF t),

where π is the pressure conjugate to the incompressibility, ∇.v = 0, and det(F ) = 1.
The viscosity, µ, is also taken to be a prescribed function of the phase-field variable ψ.
In conjunction with Poisson’s equation (3.16) and the compatibility condition (3.12),
(3.19)–(3.21) are a closed system whose evolution dissipates the energy

(3.22)
dE
dt

= −
∫

Ω

[∣∣∣∣∇
δG
δψ

∣∣∣∣
2

+ p

∣∣∣∣∇
δG
δp

∣∣∣∣
2

+ µ(ψ)|∇v|2
]

dx ≤ 0.

They also conserve the mass of each phase and the charge densities.
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We remark that in the modified PNP equation (3.20) it is the protonic entropy
p/h that effectively diffuses, resulting in an apparent “entropic force” that serves to
localize the protonic defects in the middle of the channel, away from the polymer-water
interface:

(3.23) pt + v.∇p = ∇.



∇p + p∇φ−
Entropic Force︷ ︸︸ ︷

p∇ lnh



 .

The equilibrium solutions of this equation should be compared to the proton distri-
butions, cH+ , computed via a density functional approach in [50] and depicted in
Figure 3.3.

3.3. Quasi-static ion conduction. The electrostatic and charge transport
equations are much faster to equilibrate than the interfacial energy. If we take the
phase separation ψ as fixed on the time scale of the charge transport, then under zero
flux conditions the proton density p and electric potential φ are determined by the
elliptic system

∇ · (ε(ψ)∇φ) = n − p,(3.24)

∇ · I = 0,(3.25)

where the protonic current I takes the form

(3.26) I = ∇p + p∇φ− p∇ lnh = p∇
(
φ+ ln

p

h

)
.

In the absence of a driving force, such as an externally imposed electric field, not
only is the divergence of the current zero, but the current itself is zero. The charge
distribution becomes a function of the electric field,

(3.27) p = p0he−φ,

and Poisson’s equation reduces to a modified Poisson–Boltzmann equation

(3.28) ∇ · (ε(ψ)∇φ) = n − p0h(ψ)e−φ.

The solvability of the modified Poisson–Boltzmann equation is equivalent to global
electroneutrality,

(3.29) 〈n〉Ω = 〈p〉Ω,

that determines the constant p0. The resulting quasi-steady conductive polymer elec-
trolyte (CPE) equations consist of (3.19), (3.21), the incompressibility conditions, and
the modified Poisson–Boltzmann equation (3.28).

At equilibrium, with zero velocity field, v, and stationary phase-field variable,
ψ = ψ(x), we may homogenize over a micrometer scale domain Ω to obtain an effec-
tive conductivity tensor σ that relates the averaged current density to the averaged
potential gradient,

(3.30) 〈I〉Ω = σ〈∇φ〉Ω.

With an external driving force substantially weaker than the local electrostatic forces,
the protonic charge density is determined from the phase field variable p = p(ψ). The
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potential can be written as a static and a dynamic part, φ = φ0 + φd, with the static
coming from the modified Poisson–Boltzmann equations and the current given by the
linear remnant of the proton transport equations

(3.31) I = p∇φd.

Equation (3.31) amounts to a high-contrast conductivity problem since the ion density
p varies sharply with the hydrogen bond network density h. A network approach for
high-contrast conductivity problems has been developed [10] that is well suited to the
ion transport modeling of polymer electrolytes. The effective conductivity is known
to have a variational formulation

(3.32)
3∑

i,j=1

σijξiξj = min
〈∇φd〉=ξ

〈p(ψ)∇φd ·∇φd〉Ω ,

where ξ is an arbitrary vector in R3. In the high-contrast limit the analysis of this
homogenization problem amounts to a study of the saddle points of the effective
conductivity, parameterized here by the local proton density p, which is lowest at
junction points where conductive channels meet and pinch down.

4. Catalyst layer models. The catalyst layer is the functional core of the PEM
fuel cell. The partial reactions which occur on the surface of the catalyst generate
the double layers which yield the cell’s voltage. During the operation of the cell, the
recharging of the double layers requires transport of molecular oxygen, protons, and
electrons to the catalyst sites, each by a different transport route. The production of
a catalyst ink with the requisite structure is the black art of fuel cell production, and
many groups are experimenting with different formulations.

The state of the art catalyst layer for PEM fuel cells is a triply percolating mix-
ture of polymer electrolyte, carbon support, and gas pores. The carbon support is
comprised of 30–40 nanometer carbon black particles with 5–10 nanometer Pt cata-
lyst inclusions decorating the surface. The carbon particulates naturally congregate
into 150–250 nanometer agglomerates due to residual charges and surface interactions.
The agglomerated carbon is mixed with an aqueous polymer alcohol solution forming
the catalyst ink which is typically applied to the PEM fuel cell in a 10–20 micrometer
film. After the mixing process, the alcohol evaporates, leaving residual pores. The
Pt particles serve to catalyze the oxygen reduction half-cell reaction, which is both
the most sluggish electrochemical reaction in the cell and the power source for the
cell. The polymer electrolyte serves to conduct protons to the Pt sites, while the
carbon agglomerate phase is the electron conductor, and the gas pores act as a con-
duit for molecular oxygen. The protons arrive from one side of the thin catalyst film,
while the oxygen and electrons arrive from the other. At high reaction rates difficulty
in transporting any one of the three reactants leads to loss of power and efficiency.
Degradation of the catalyst ink, either by oxidation of the carbon support material
or by migration and dissolution of Pt particles, reduces the effective Pt surface area
available for reaction. Degradation effects pose significant limitations to PEM fuel
cell longevity and are a significant obstacle to PEM fuel cell penetration into the
automotive market.

The first micron-scale model of a PEM catalyst layer based upon effective trans-
port parameters was proposed by Cutlip [22] in 1975, and in the ensuing 30 years this
effort has branched into a wide range of agglomerate and macrohomogeneous mod-
els which include multiphase behavior at various levels (see [8, 6, 15, 29, 42, 56, 64,
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Fig. 4.1. Polarization curves showing agreement between experimental and model predictions
for polarization curves at different levels of oxygen concentration and humidity. Reprinted from [A.
Shah, G. S. Kim, W. Gervais, A. Young, K. Promislow, J. Li, and S. Ye, The effects of water and
microstructure on the performance of polymer electrolyte fuel cells, J. Power Sources, 160 (2006),
pp. 1251–1268]. Copyright c© 2006 Elsevier B.V. Reprinted with permission. All rights reserved.
The high humidity case gives better performance at low current density, but leads to flooding and an
earlier knee than the lower RH system; see [94] for full details.

65, 97, 98, 99, 94, 104, 107, 116]), including numerical simulation of AC impedance
spectra [30] and [38]. There have also been studies which assume a simplified cat-
alyst layer structure and attempt to extract performance; see [84]. These models
have had success at resolving catalyst layer performance at the micron scale (see Fig-
ure 4.1), suggesting differential Pt loadings across the thickness of the catalyst layers
to improve performance. However, the models share a major limitation with Cutlip’s
original model: They do not resolve the phase separation which occurs at the 5–150
nanometer length scale. This nanoscale structure defines the catalyst layer and deter-
mines its performance. True improvement in catalyst layer performance and longevity
requires understanding and control of structure on this length scale [68].

4.1. Catalyst layer preparation models. Catalyst layers are formed by mix-
ing a nanodispersed carbon support powder, previously decorated with 5–10 nanome-
ter platinum inclusions, with an aqueous solution of perfluorosulfonic acid polymer
and isopropyl alcohol which serves as a binder and proton conductor. The structural
distribution of carbon support/gas phase/ionomer phase of the resulting mixture de-
termines the effective Pt surface area of the catalyst ink. Agglomeration of carbon
support is essential to achieving a high effective electronic conductivity; however, in-
terpenetration of ionomer within the agglomerates enhances protonic conductivity to
the active Pt sites, while a pore network is needed to conduct molecular oxygen to a
proximity of Pt reaction sites. Moreover, the centers of large agglomerations of car-
bon support material are inefficient reaction sites and will not contribute appreciably
to effective Pt surface area. The models must predict the impact of carbon support
surface wettability and intercarbon attractivity as well as ionomer viscosity and vol-
ume fraction on the configurational form of the end-state catalyst/ionomer mixture.
The second stage of the preparation is the drying process, in which the evaporating
alcohol leads to cracking and residual pore formation.

Such models could be built from the framework of the CPE models, (3.19)–(3.21),
starting with a vector-valued phase-field function ψ which takes values in R3, with
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four distinguished states ψs,ψg,ψi,ψl located on the corners of a tetrahedron and
corresponding to solid, gas, ionomer, and liquid regimes. The associated interfacial
energy takes the form

(4.1) A =
∫

Ω

ε

2
|∇ψ|2 +

1
ε
F (ψ)dx,

where F has local minima at each of the four distinguished states and a local maxima
at the origin. This formulation admits interfaces between any two of the four phases,
with the interfacial energy dependent upon the height of the saddle point connection.
Agglomeration of carbon support particles is driven by residual charges and weak
surface bonding which can be modeled by a van der Waals type potential:

(4.2) N (x) =






∑Nc

k *=k0

(
α

|xk − x|M − β
|xk − x|N

)
, x ∈ Ck0 ,

0, x /∈ ∪Nc
k=1Ck,

where α,β > 0, M > N > 0, and xk for k = 1, . . . , Nc denotes the center of mass of
the kth catalyst support particle, Ck ⊂ R3. Including the gradient of N on the right-
hand side of (3.21) incorporates interparticle attractivity into the model in a natural
way. The existence and stability of traveling waves which connect two or more of the
phases as well as the Γ convergence of A as ε → 0 are areas of active research (see
[2]), as is the proper functionalization of A.

4.2. Catalyst layer performance models. The performance of a catalyst
layer is typically characterized by its effective Pt surface area (EPSA) or, more di-
rectly, by voltage losses under various operating conditions. Optimization of perfor-
mance over the full range of possible catalyst layer structures is an ambitious task.
Even the direct problem of accurately predicting performance from material com-
position is complicated by the range of length scales present and the variability in
structure due to accumulation of liquid water, the associated swelling of the ionomer
phase, and the resultant variability in pore distributions and proton conductivity.
The performance models must simulate mass and heat transfer in the catalyst layer,
including the impact of liquid water generation and phase change. In particular the
models must resolve the distribution of water both as liquid within the agglomerates
and in its bound state within the ionomer phase, determining its impact on proton,
oxygen, and electron transport as well as contributions to structural rearrangement
within the catalyst/ionomer mixture. Resolving transport over the 5–500 nanometer
range will permit determination of effective transport parameters and their depen-
dence on nanostructure and hydration level. The models should be validated against
AC impedance spectra and voltage sweeping, and by comparison of predicted inter-
particle and interagglomerate spacing as a function of hydration level with direct
measurements by in situ small-angle x-ray scattering experiments.

The presence of the electrochemical reactions and the associated change of phase
represent the major distinction between the performance and preparation models. The
phases must be tracked, as well as the species within each phase. In the gas phase
the mole fractions of oxygen, water vapor, and nitrogen have essential impact on the
reaction rates. In the liquid phase, the density of both protonic defects and dissolved
oxygen is important. In the solid phase, the composition of adsorbed species on the
catalyst layer surface will determine reaction rates. Denote the molar concentration
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of species k by Uk; then each species will satisfy a conservation law of the form

(4.3) ∂tUk + v.∇Uk −∇ · (Dk(ψ)∇Uk) =
Nr∑

j=1

Rj(U,ψ)sk
j ,

where for each of the Nr reactions, Rk denotes the scalar reaction rate and sk
j is the

corresponding stoichiometric constant relating the impact of reaction j on species k.
The reaction rates will also couple into the phase equation

(4.4) ψt + v.∇ψ = −γGρ
δA
δψ

+
Nr∑

j=1

Rj(U,ψ)0sj ,

where the phase stoichiometric vector 0sj ∈ R3 relates the impact of reaction j on the
phase vector. The reaction rates are supported on the regions where ψ lies close to
the saddle connections between each pair of minima.

The principle reactions are the ORR, the conversion of liquid water to vapor,
and the adsorption of liquid water into the ionomer. Since the accumulation of liquid
water is one of the slowest processes in the catalyst layer, the species transport is
quicker to relax to steady-state than the water driven expansion of the ionomer, or
the build-up of liquid water within the agglomerates. The species transport is at
steady-state with respect to the phase evolution; however, variation in forcing terms,
such as in AC impedance studies [30, 38], requires inclusion of time variation. As
well, mass transfer limitations, such as Henry’s law, which relates the concentration
of dissolved oxygen in liquid to the oxygen concentration in the gas phase, can be
included as reaction terms which consume gas phase oxygen and produce dissolved
oxygen with a rate proportional to the disequilibrium.

4.3. Catalyst layer degradation. Many of the operating conditions to which
a PEM fuel cell is exposed in automotive applications can lead to degradation of the
catalyst layer; see [12] for a comprehensive review. Some specific experimental work is
described in [120, 121]. There are two main degradation mechanisms in catalyst layers
of current concern: corrosion of carbon support particles at electrode high potentials
and the dissolution and movement of Pt particles, which also occur at high potentials.
Identifying operating conditions that lead to high electrode potentials, how high they
are, and where they occur, can be done only by considering unit cell and possibly
stack level effects, discussed in section 6.

Modeling which resolves the phase structure of the catalyst layer is essential to ver-
ifying hypotheses on mechanisms for corrosion, in particular, predicting where within
the catalyst layer and under which operating conditions carbon corrosion events occur,
and how these events are affected by nanostructure and liquid hydration. Similarly,
Pt dissolution is sensitive to voltage and oxygen concentrations. Dissolution of Pt
ions has been found to increase with hydrogen concentrations [122]. Understanding
and verifying mechanisms for Pt dissolution requires the knowledge of the nanoscale
phase structure.

4.3.1. Carbon corrosion. Carbon corrosion can be generated by short-term
events, such as anode/cathode understoich for which the voltages of the anode and
catalyst layers rise substantially relative to the standard hydrogen electrode (SHE)
[89], or by long-term events, such as when a particular cell in a stack is driven at
understoich because of liquid water blockage of flow fields. At high electrode potentials
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(roughly greater than 0.8 volts at 65◦C), carbon in the catalyst layers can be oxidized
at a significant rate with the following reaction (c):

(4.5) C· + 2H2O → CO2 + 4H+ + 4e−.

The actual reaction path may be much more complex, possibly involving several
intermediate surface oxides [44]. At high electrode potentials (roughly greater than
1.2V), reverse ORR (h) can also occur:

(4.6) 2H2O → O2 + 4H+ + 4e−.

The electrode potential E varies with the local concentration of reactants and the
local current density:

(4.7) E = Er,ref + N(U) + ηs(is),

where Er,ref is the reference potential for reaction r, N represents Nernst terms which
depend upon the local molar concentration of reactants U , and ηs is the overpotential
associated with reaction s. Typical values for reference potentials differ widely—
Eh,ref = 0 for hydrogen evolution, Eo,ref = 1.28V for oxygen reduction, and Ec,ref =
0.207V for carbon corrosion—so that cell voltage relative to SHE has a considerable
impact on the three reaction rates. For each reaction (s = o, h, c) the overpotential
relates the reaction rate (equivalent current) to the voltage through a Butler–Volmer
relation:

(4.8) is = is,ref

{
exp

(
αsFηs

RT

)
− exp

(
− (1 − αs)Fηs

RT

)}
.

The local reaction rate is for each reaction s couples strongly to the whole cell through
the voltage balance relation (2.7). In previous modeling efforts [89, 118, 67], each of
the three reactions (ORR, reverse ORR, carbon corrosion) competes to provide the
local cell current, i = io +ih +ic, with oxidation reactions generating positive currents
and reduction reactions negative currents. Unit cell models were coupled to macro-
homogeneous catalyst layer models for the three competing reactions, which was able
to predict regions of carbon corrosion arising from an anode understoich. Carbon lost
in this way leads to a reduction in the number of available catalyst sites with a corre-
sponding reduction of EPSA and reduced performance. In hydrogen starved regions,
forward current is carried by these two mechanisms (4.5), (4.6), leading to anode
degradation. High potential can also occur on the cathode during start-up [67] (see
the discussion in section 6) and at steady-state at low current densities [118]. Cur-
rent models cannot predict the change in performance that this degradation causes.
To do so would require the inclusion of these addition reactions into nanostructured
performance-type models which would permit a more detailed resolution of the impact
of corrosion events on catalyst composition and on the overall mechanisms of catalyst
layer degradation. However, quantitative accuracy may be difficult to achieve since
the kinetic parameters for these reactions (for a realistic reaction path or even an
overall average) are notoriously hard to determine experimentally.

4.3.2. Platinum migration. Two principle mechanisms for platinum loss in
the catalyst layer have been proposed, surface migration and Pt dissolution/repreci-
pitation. Recent work, however, [89], suggests that Pt dissolution is the major source
of Pt surface area loss. Moreover, it has been shown [122] that potential cycling can
induce Pt dissolution, that the rates of dissolution are greatly impacted by molecular
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Fig. 4.2. Images of Pt migration. Reprinted from [K. Yasuda, A. Taniguchi, T. Akita, T.
Ioroi, and Z. Siroma, Platinum dissolution and deposition in the polymer electrolyte membrane of
a PEM fuel cell as studied by potential cycling, Phys. Chem. Chem. Phys., 8 (2006), pp. 746–752].
Copyright c© 2006. Reproduced by permission of the PCCP Owner Societies. All rights reserved.
Left: A TEM image of the interface between the cathode catalyst layer and the polymer electrolyte
membrane of an MEA after a potential cycling test for 500 cycles under a nitrogen atmosphere.
Potential cycling range: 0.1–1.2 volts vs. SHE. Right: Enlargement of deposited Pt particles.

hydrogen concentrations, and that the location of Pt deposits moves toward the anode
with reduction of hydrogen concentration in the membrane. The authors propose
that Pt dissolves at high potential and that the Pt which does not recombine onto
carbon support diffuses out of the catalyst layer to be reduced by hydrogen within
the membrane; see Figure 4.2.

Platinum migration caused by dissolution is a serious degradation issue and a
major limitation to PEM fuel cell operational lifetime. Platinum that migrates in this
way may no longer be available as an active catalyst site [12], reducing the EPSA and
hence overall performance of the fuel cell. This phenomenon can also be investigated
by assuming additional reactions in the catalyst layer beyond those considered in
the detailed models above. Darling and Meyers [24, 25] developed models of platinum
migration after dissolution. The authors considered both electrochemical and chemical
(from platinum oxide) dissolution paths, which can be present in different conditions:

(4.9)

Pt → Pt2+ + 2e−,

P t + H2O → PtO + 2H+ + 2e−,

P tO2H+ → Pt2+ + H2O + e−.

These ODE type models are not detailed enough to determine the effect of different
catalyst layer microstructures on the Pt migration phenomena. Modifying perfor-
mance models to include the additional species Pt, PtO, and Pt ions, and the metallic
Pt phase, both as attached to carbon substrate and as deposited particles, will per-
mit an understanding of the impact of nanoscale geometry, hydration levels, hydrogen
crossover, cathode voltage relative to SHE, and oxygen density on Pt dissolution, and
highlight the operational conditions under which Pt dissolution is prominent. These
models could be validated against potential sweep experiments and scanning electron
micrographs (SEMs) of Pt deposits.
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Fig. 5.1. SEM micrographs of bare carbon paper. The inset is a high magnification image of the
microfibers. Reprinted from [T. Bordjiba, M. Mohamedi, and L. H. Dao, Binderless carbon nano-
tube/carbon fiber composites for electrochemical micropower sources, Nanotechnology, 18 (2007),
035202]. Copyright c© 2007 IOP Publishing Ltd. Reprinted with permission of the publisher and
authors. All rights reserved.

5. Two-phase flow. Operating PEM fuel cells at conditions in which no liquid
water forms generally leads to decreased performance due to higher membrane and
catalyst layer ionomer protonic resistivity and shorter membrane lifetimes [12]. Thus,
descriptive models of two-phase flow in the GDL and gas channels are needed. Ex-
perimental measurements of water in an operating cell are limited. Transparent cells
can be used to observe water emerging from the cathode GDL and then moving in
channels [100]. Nuclear magnetic resonance techniques hold some promise of resolving
the water profiles within the MEA, but no well-resolved results are yet available. Es-
timates of the MEA water content can be obtained by weight comparison of pieces of
the MEA taken out of a cell after operation [85]. Standard pore size distribution and
characterization measurements [45] of GDL material are difficult due to the catalyst
layer’s small thickness. The GDL is often made of carbon fiber paper, which is a good
conductor of electronic current and heat. It is known experimentally that teflona-
tion of the GDL leads to improved water management. Changes in this hydrophobic
treatment over time are another source of performance degradation [12]. However,
the state of modeling is only approaching the stage where the performance of a given
GDL structure can be characterized with computational models [93]. Some of the
progress that has been made on two-phase flow in fuel cells is described below.

5.1. Two-phase GDL flow. We outline the framework for two-phase flow in
porous media typically used in fuel cell models. After a brief discussion of one-
phase flow we will concentrate on a simple model in which there is only liquid water
and water vapor, ignoring the other gas species typical in fuel cell operation, such
as hydrogen on the anode and oxygen and nitrogen on the cathode. The relative
diffusion of these gaseous species is important and is often described using approximate
Fickian terms [103] or more appropriate Stefan–Maxwell terms [26, 102]. These terms
complicate the model, but do not make it mathematically more difficult.

5.1.1. One-phase flow. We consider the steady-state situation of vapor flowing
in a GDL material. It is at pressure P and temperature T . The small pore size scale
justifies taking the vapor and solid at thermal equilibrium (having the same local
temperature); see Figure 5.1. We assume that the vapor obeys the ideal gas law, so
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its density ρ is given by

(5.1) ρ =
M

R
P

T
,

where M is the molar mass and R is the ideal gas constant. The average velocity v
is related to pressure gradients through the standard empirical formula, Darcy’s law:

(5.2) v = −κ
µ
∇P,

where κ is the permeability of the porous medium and µ is the viscosity of the gas.
Conservation of mass and energy leads to

∇ · (ρv) = −M

R
κ

µ
∇ ·

(
P

T
∇P

)
= 0,(5.3)

∇ · (−K∇T ) = −K∆T = 0,(5.4)

where K is the thermal conductivity of the solid. In (5.4) the thermal conductivity
and the enthalpy of the gas are neglected. Equations (5.3), (5.4) are an elliptic system
for P and T , and, although nonlinear, their numerical solution is straightforward.

The material parameters κ and K are not isotropic for GDL materials. However,
successful programs have been carried out that take 3D scans of GDL materials and
compute the anisotropic values of κ and K using ideas first developed to characterize
the permeability of rocks in oil reservoirs [3]. Thus, it is possible to predict the
behavior of new GDL materials in dry conditions without experimental testing in
operating fuel cells. Some uncertainty remains due to how a given GDL material will
behave when it experiences uneven compression (due to the alternating channel and
rib areas of the plates) in a stack. The same level of prediction has not yet been
achieved for how a GDL will behave in two-phase situations although some recent
progress has been made [93]. Some of the issues are described below.

5.1.2. Two-phase GDL flow. Liquid water in the pores of a GDL can be
described by a local average saturation s, the fraction of pore space filled with water
(0 ≤ s ≤ 1). When s = 0, the one-phase gas equations of the section above are
recovered. When s > 0 (the two-phase region), quite different equations apply as
shown below. The two-phase boundary s = 0 is a free interface of the problem.

As justified in [86], within the two-phase region the vapor pressure can be taken
equal to the saturation pressure:

(5.5) P = Psat(T ),

where Psat is an experimentally measured increasing function for which various fitted
forms are available in the literature [16]. The time scale to reach this equilibrium has
been shown to be several orders of magnitude larger than other time scales in GDL
transport [86]. Including thermal effects is necessary when predicting two-phase flows
in the GDL. There are strong thermal gradients in the GDL of an operating fuel cell
that drive large vapor fluxes at saturation, and the accompanying condensation and
evaporation generate pressure gradients which further drive the flow. The coupling
of temperature and saturation is globally important in fuel cells, and capturing this
global coupling to accurately describe water management in fuel cells is one of the
major challenges in stack level modeling (see section 6).
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With (5.5) giving the vapor pressure as a function of T , the two-phase zone is
described by the variables s and T . We describe simple versions of equations for these
variables below, introducing the condensation rate Γ. Vapor velocity is given by

v = −κκrv(s)
µ

∇P,

where the influence of the liquid water on vapor flow is encoded in the relative per-
meability κrv(s), typically taken to be 1 − s or 1 − s3. The surface tension on the
curved surface between liquid and vapor makes the liquid pressure Pl different from
the vapor pressure P . It is assumed that this difference (the capillary pressure Pc)
can be written as a function of s:

Pl = P − Pc(s).

In [55], Leverett made this ansatz and measured Pc(s) (decreasing) for a certain
type of hydrophilic sand. Later work led to predictions of how Pc should vary with
porosity, permeability, and static contact angle. In many geophysical applications,
the capillary pressure can be neglected, but in the small scales of a fuel cell GDL it
can be a dominant term. The liquid pressure drives an average liquid water velocity
vl with a similar form to the vapor velocity above:

vl = −κκrl(s)
µl

∇Pl,

where κrl is typically taken to be s or s3. Conservation of liquid and vapor leads to
the following equations:

∇ · (ρv) = −Γ,

∇ · (ρlvl) = Γ,

where the liquid water density ρl can be taken to be constant. These can be combined
to give

(5.6) ∇ · (ρv + ρlvl) = 0,

which represents conservation of total water. The condensation is a large heat source:

(5.7) −K∆T = hvapΓ = −hvap∇ · (ρv),

where hvap is the latent heat of vaporization. Equations (5.6), (5.7) represent an
elliptic system for s and T , which can be seen more clearly in the following forms:

0 = −κM
µR∇ ·

(
Psat(T )κrv(s)

T
∇Psat(T )

)
(5.8)

−κρl

µl
∇ · (κrl(s)∇(Psat(T ) − Pc(s))) ,

0 = −K∆T − hvapκM

µR ∇ ·
(

Psat(T )κrv(s)
T

∇Psat(T )
)

.(5.9)

At the two-phase zone interface (see the “mixed” region of Figure 5.2), five conditions
are given: s = 0, T is continuous, P is continuous and has the value Psat(T ), mass flux
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Fig. 5.2. Depiction of typical single-phase, two-phase, and mixed regions in a fuel cell MEA and
flow-field channel. Reprinted from [K. Promislow, P. Chang, H. Haas, and B. Wetton, A two-phase
unit cell model for slow transients in polymer electrolyte membrane fuel cells, J. Electrochem. Soc.,
155 (2008), pp. A494–A504]. Copyright c© 2008. Reproduced by permission of The Electrochemical
Society. All rights reserved.

is continuous, and the thermal flux is continuous (taking into account the evaporation
front at the interface). This interesting free boundary value problem has received
little mathematical attention. A simple asymptotic description of the region near the
two-phase zone boundary is given in [13]. The main difficulty is that the ellipticity
in saturation is degenerate at the interface. Considering the system (5.8), (5.9), the
only second-order term for s is

κρl

µl
P ′

c(s)κrl(s)∆s.

The forms for κrl(s) have κrl(0) = 0, leading to the degeneracy. The degeneracy leads
to a singularity in the saturation at the two-phase zone interface [13].

A system like (5.8), (5.9) underlies most of the models of two-phase GDL flow in
the literature. Some particular formulations and numerical approaches are discussed
below. As discussed above, adding additional gas components makes the model more
complex but does not add mathematical difficulty.

5.1.3. Computational formulations. In the models of sections 5.1.1 and 5.1.2
a fundamental difficulty is the elliptic degeneracy at the two-phase zone boundary.
In time-dependent problems this is a parabolic degeneracy, and the two-phase zone
interface velocity can only be written in a limiting form [14] similar to simpler de-
generate problems [31]. This makes direct interface tracking [21] or level set methods
[48] difficult to apply to the problem, since they rely on an expression for the normal
velocity of the interface. Because of this, capturing methods [21] are attractive. These
methods also fit more easily as components in the larger-scale simulations described
in section 6. A formulation of the two-phase problem suitable for a capturing method
must deal with the fact that the natural variables in the two-phase zone are different
from those in the dry zone. A nice idea first formulated in [106] is to replace the
saturation in the two-phase zone and the vapor pressure in the dry zone by the total
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water density ℘:

(5.10) ℘ = sρl + (1 − s)ρ.

In both regions, the variables ℘ and T can be used. The vapor pressure P is recovered
by the so-called M2 map

P = min
(

Psat(T ),
℘RT

M

)
.

The vapor pressure and T determine the vapor density ρ, and thus the saturation
s can be recovered from (5.10). Capturing methods for two-phase transport in fuel
cell GDL regions have been developed based on this idea [108] and incorporated into
larger simulations. A version of this method has been shown to converge numerically
to traveling wave solutions of model problems [14]. Because of the practical imple-
mentation and convergence verification, the authors consider this technique to be the
current state of the art for this problem. However, no rigorous mathematical work
has yet been done.

Other approaches to capturing methods have also been taken. The condition (5.5)
can be relaxed, allowing P to be an independent variable in the two-phase zone. The
condensation rate Γ is taken to be determined by the degree of oversaturation:

Γ = H(P − Psat),

where the condensation rate H is taken to be large, although smaller than the physical
value. In this way, a problem for s, P , and T over the whole domain is created. A
cutoff to the evaporation rate when s = 0 must be added. This approach has been
applied to fuel cell problems [9]. In addition, the elliptic degeneracy is removed in some
calculations by taking κrl(s) = s3 + ε. Both of these approaches can be considered
regularizations of the original problem. The convergence and its rate of the solutions
in regularization parameters ε→ 0 and H → ∞ are open problems.

5.1.4. Other models. In [86] the authors considered a model in the framework
above but with a large immobile water saturation level and an asymptotically large
capillary pressure. The asymptotic problem leads to a simple description of GDL
transport in which the singularity at the two-phase interface is no longer present.
Computations based on a one-dimensional (1D) version of this model have been shown
to match experimental results well [85] (see Figure 6.2).

All the models above rely on the assumption that two-phase flow can be de-
scribed macroscopically by the correlations κrl(s), κrv(s), and Pc(s). There are rig-
orous results showing that Darcy’s law (5.2) is the correct macroscopic description
of one-phase porous media flow (see [33] and the references therein for the original
theory), but there is no such theoretical backing for the two-phase flow equations
above. In fact, there is hysteresis in experimental results that show that physical sys-
tems cannot be described exactly in this way. In addition, there has been no progress
in characterizing macroscopic two-phase flow from a given GDL microstructure that
includes the level of teflonation. Some GDL materials have been shown to have two
types of pores, teflonated ones that are hydrophobic and unteflonated ones that are
hydrophilic. Clearly, flow in these two types of pores would have to be described
differently. An alternate path for investigating two-phase flow in GDL regions is the
pore network model [61].
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5.2. Two-phase channel flow. The transport of heat, mass, and charge out-
side the MEA can be described by standard models with the notable exception of
two-phase flow in gas channels. Macroscopically what is needed is a description of
the average local channel pressure drop as a function of given local gas and liquid
water fluxes. Standard models of two-phase flow [34] do not apply since they neglect
capillary (surface tension) effects that are large at the length scales of fuel cell chan-
nels. A reasonable model would have to take into account the surface characteristics
of the channel walls and the GDL, which experimental testing has shown to be impor-
tant. Several groups are working on experimentally determining such a correlation.
Visualization using transparent cells shows that droplets of water emerge from the
cathode GDL, are blown downstream, and coalesce [100]. Experiments on the anode
side suggest that there is water condensation on the channel walls [36].

Some computational modeling of this phenomenon is currently being done. Such
simulations require a description of dynamic contact angles of droplets, which is not
physically well understood (see the discussion in [96]). As a whole, channel two-phase
flow in fuel cells is not well understood. Particularly important is an understanding
of the way water leaves the GDL and enters the channel. This would lead to an
appropriate boundary condition for the saturation in the two-phase GDL problems
described above. Currently, somewhat arbitrary Signorini conditions (equivalent to
a Robin condition for the saturation) are often used as are homogeneous Dirichlet
conditions for saturation [9].

6. Unit cell and stack level models. In sections 3, 4, and 5, component
models for various parts of the MEA were discussed. These models and corresponding
simulations can lead to better understanding of the processes in these components
and hence to better designs. There is also interest in the simulation of complete
unit cells and stacks. An important outcome of the studies on component models
described above is the derivation of appropriate macroscopic descriptions of these
components that can be used in these large simulations. The goal is to have a fast and
accurate simulation tool of fuel cell stacks that can be used for a variety of purposes:
optimization of designs and operating conditions using a given MEA with known
properties, identification of failure modes and development of mitigation strategies,
investigation of component tolerances, and investigation of new MEA designs and their
impact on the global stack environment. Some examples of stack level phenomena of
interest are given in section 6.1.

As mentioned above, most of the phenomena outside the MEA can be described
by standard models of mass and thermal transport, with the exception of the two-
phase flow in channels and the mechanism of liquid water entry into the channels
from the GDL, as discussed in section 5.2. One approach to unit cell level simulation
is based on computational fluid dynamics (CFD) models, usually full 3D CFD mod-
els with added modules for fuel cell specific components (e.g., [64, 65, 70, 74, 79]).
Major simplifications are usually made to the MEA component models. Even with
these simplifications, these models are very computationally intensive even for single
cell/single channel computations, and the resolution in the channel cross-plane (see
Figure 2.2) is usually quite coarse. The CFD-based approach is capable of predict-
ing performance including geometrical changes to plates; however, stack level CFD
simulations or fuel cell simulations within an optimization process are not currently
practical. Significant speed-up in fuel cell CFD computations is needed in order for
them to contribute to the design process.

Lower dimensional, averaged models are an alternative to CFD-based modeling
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that nevertheless include much of the complex coupling of phenomena found in fuel
cells [18, 35]. These models consider transport through the MEA as 1D processes (av-
eraged over the cross-channel direction) coupled to 1D models of channel and coolant
flow. Thus, they are also known as “1+1D” models. Reduced dimensional models
can be simulated rapidly, even at the stack level. However, they necessarily lack
the accurate description of the cross-channel geometry, which is averaged over and
replaced by fitted transport coefficients. Fundamentally changing this geometry re-
quires a refitting of these coefficients based on additional experimental measurements.
These averaged models can be fit to existing stack designs and give some insight into
behavior of these stacks. However, it is not clear how much they can contribute to
the design process.

Large scale CFD simulation of fuel cells has been taken up by several large en-
gineering groups, such as the groups at Penn State (led by C. Y. Wang), University
of South Carolina (J. Van Zee), and the University of Victoria (N. Djilali). Reduced
dimensional models lead to smaller scale problems which are more tractable for nu-
merical investigation. Morever, improvements in solution strategy derived for these
reduced models can lead to improvements in CFD codes. Identifying which reduc-
tions do not reduce accuracy (analytically or by comparison to benchmark problems
as discussed in section 6.5) would be an important contribution to the field. A simple
example of a 1+1D unit cell model is given in section 6.2, with a discussion of the
extensions made in state-of-the-art models of this type for unit cells and stacks.

6.1. Some examples of stack level phenomena. At a given channel loca-
tion within a single cell, local reaction and transport, thermal and electrical coupling
between cells through shared bipolar plates, end plate effects, and flow sharing effects
through gas and coolant headers can all be important. In some cases, questions about
local behavior can be answered only by also considering stack level effects. Three ex-
amples of multiscale phenomena in fuel cells are given below. There are many others.
Low end cells. Cells at the ends of the stack (end cells) can lose significant amounts

of heat to their environment. These cells operate at lower temperatures than
interior cells. The lower temperature means there is more liquid water in the
gas channels. This extra liquid water impedes the flow of reactant gases which
are delivered by headers shared by all cells. If the effect is severe enough, the
amount of flow to the cell may be less than required (understoich), leading
to cell failure. This scenario can be modeled only by considering unit cell
gas channel flow and reaction combined with stack level thermal and header
effects. The end cell may also introduce significant electrical coupling effects
with other cells by its anomalous performance.

Cell start-up. A cell that is shut down will eventually come into equilibrium with
ambient air. When the cell is restarted, hydrogen is introduced into the anode.
During this transient, a condition exists where the anode is hydrogen rich at
inlet but has ambient air at outlet. The conditions at inlet (corresponding
to regular fuel cell operation) drive the cell voltage positive. A recirculation
current is formed, with positive current at anode inlet and negative current
at anode outlet. The negative current on the cathode side consists of reverse
ORR and also carbon oxidation. This latter reaction is one of the major
lifetime limiting factors in current designs as discussed in section 4.3.1. To
understand this process, models that couple channel flow to electric potential
at the cell level are needed [67]. In the automotive application, additional
issues arise when starting up a stack from subzero temperatures [12].
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Stack compression. Stacks of cells are bolted together with large compression. This
is done to maintain gas seals: it is an important safety concern to keep
pressurized hydrogen from escaping from fuel cells. The stack compression
is also needed to maintain good electrical and thermal contact between the
MEA and the plates. It is well known that the level of compression of the
membrane greatly affects its water uptake [4, 71] and so its conductivity. The
coupling of compression to performance is known to cause complex behavior
in model experimental systems [4]. Models considering these effects at a stack
level have not yet been considered in the literature.

6.2. 1+1D unit cell models. We present here the simplest reduced dimen-
sional unit cell model of the type in the literature [35, 7, 112, 123], following closely
the discussion in [5]. The simplifications in the model include that the cathode gas
channels are assumed saturated along their entire length and that the anode is run at
a reasonably high hydrogen stoich. We neglect water crossover between the anode and
the cathode and assume that the cell is run at isothermal conditions. Under these as-
sumptions the membrane electrical resistivity R can be assumed to be constant along
the channel. The influence of the anode channels on cell performance is negligible,
and thus the anode flow can be removed from the computation. Pressure drop along
the cathode channel is neglected.

This simple unit cell model involves the determination of the cell voltage V (taken
to be constant along the length of the cell), the current density i(x), and the oxygen
flux Qo(x) and oxygen concentration Co(x) profiles. As a reminder, x is the coordinate
of the channel from x = 0 (cathode inlet) to x = Lc (cathode outlet). All quantities
are averaged over the channel cross-plane (y-z), giving the dimensional reduction.
An ideal control parameter is the dimensionless cathode stoichiometric flow rate s >
1 which determines the cathode inlet oxygen flux (per unit width in z), Qo(0) =
sidLc/(4F), and the cathode inlet nitrogen flux, Qn(0) = Qo(0)(0.79)/(0.21), where
id is the given target average current density and (0.79)/(0.21) appears as the assumed
ratio of nitrogen to oxygen in the inlet stream. Other trace gases in air are neglected.

A mass balance relates the flux of oxygen to the current density via Faraday’s
constant, F :

(6.1)
dQo

dx
=

i(x)
4F .

Using the ideal gas law, the fact that the nitrogen is unreactive and thus its flux is
constant from inlet to outlet, an assumption that oversaturated vapor immediately
condenses, and that all gaseous species are transported by channel convection only
with a common average velocity, we obtain the algebraic relationship

(6.2) Co =
(Pc − Pv)Qo

(Qo + Qn)RT

between Qo(x) and Co(x). Here, Pc is the pressure in the cathode channels (taken
to be constant), and Pv is the vapor partial pressure at temperature T . See [7] for
details.

We use the Butler–Volmer relationship below with cell voltage V to be determined
and fitted parameters R, αc, Cref , δ, and iref given in [5]:

(6.3) V = E0 − iR − RT

Fαc
ln

iCref

i0(Co − δi)
.
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This is (2.7), neglecting anode losses (2.6) with an approximation of (2.5) for large
current densities i. Here, Co − δi approximates the oxygen concentration at catalyst
sites, lower than the channel average because the oxygen must diffuse through the
GDL and catalyst layer to the active sites. The concentration reduction should be
proportional to the flux, which is proportional to the local current, leading to the given
form. The parameter δ can be related to an effective diffusivity, but many processes
are lumped into this parameter, including concentration losses from diffusion from
channel average to GDL boundary, diffusion through the porous GDL, and diffusion
of dissolved oxygen through the ionomer in the catalyst layer. The most distinguished
feature of δ is that it specifies the maximum current, imax = Co/δ, that can be drawn
at fixed oxygen concentration. In implementation the singularity in (6.3) at i = imax

is relaxed to allow currents larger than this maximum in iterative computations (see
[5] for details).

Equations (6.1), (6.2), and (6.3) with the inlet fluxes given above and the require-
ment that the cell draws the given average current density,

(6.4)
1
Lc

∫ Lc

0
i(x)dx = id,

completely specify the unit cell model. Motivated by the stack level models described
below, we consider i(x) to be the fundamental variable of the problem. For a given
i(x), (6.1) can be integrated to give Qo(x), (6.2) gives Co(x), and then (6.3) gives
V (x). Thus, V (·) is determined nonlocally by i(·), denoted by V [i]. The solution i(x)
makes the resulting V constant in x, which can be expressed as

(6.5)
d2V [i]
dx2

= 0 with
dV [i]
dx

(0) =
dV [i]
dx

(Lc) = 0

with additional condition (6.4). It can be shown [18] (in a simple, linear setting) that
approximate Newton’s iterations (using only the local dependence of V on i) of (6.5)
converge for a large parameter range of physical interest at a grid-independent rate.
This has been confirmed in many computational studies.

Computational current densities for oxidant stoichiometric flow rates of 1.8 and
1.2 are shown in Figure 6.1, compared with experimental results from the Ballard Mk
9 architecture (the experiments are described in more detail in [7]). The agreement
in current density profile is reasonable, and the cell voltages agree quite well.

Starting with this simple framework, much more realistic unit cell models can be
specified. Even though the anode kinetics (2.6) can often be neglected, the anode gas
stream is an important aspect of water management due to water crossover through
the membrane. Since channel gases are not always saturated, water vapor fluxes and
concentrations can be added to the model. The resulting model has discontinuities
at channel locations where the gas stream saturates that must be handled carefully
[18, 85]. In the through-MEA direction y, membrane models of various complexity
can be added, using fitted, average forms of the models described in section 3. These
take into account water crossover between anode and cathode channel streams and
the dependence of membrane resistivity on its water content. Thermal profiles in y
can also be determined, taking into account the heat generated by reaction and the
phase change of water. Simple 1D models of heat transport through the MEA and
bipolar plates and into the coolant channels can be included. Some examples of these
kinds of models are found in [35, 18, 123]. The extension to models that also include
two-phase flow in the GDL is recent [112, 85]. The agreement of these models to GDL
water content can be quite good, as shown in Figure 6.2.
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Fig. 6.1. Comparison of experimental unit cell current density measurements with the model
at two cathode stoichiometric flow rates: stoich 1.8 shown by solid line (model, voltage 0.6450) and
circles (experiment, voltage 0.6360); stoich 1.2 shown by dotted line (model, voltage 0.5904) and
pluses (experiment, voltage 0.5969).

Fig. 6.2. Comparison of computed MEA water contents (solid line) to experimental data (×)
at 0.33 A/cm2 under counterflowing conditions. Reprinted from [K. Promislow, P. Chang, H. Haas,
and B. Wetton, A two-phase unit cell model for slow transients in polymer electrolyte membrane
fuel cells, J. Electrochem. Soc., 155 (2008), pp. A494–A504]. Copyright c© 2008. Reproduced by
permission of The Electrochemical Society. All rights reserved. The inlet coolant temperature is
reduced between each experiment, starting at 70◦C in the upper left followed left to right by 65.5◦,
64.5◦, 63.5◦, 62.5◦, and 60.5◦C at the bottom right. The two-phase region expands toward the air
inlet (left), but does not reach the outlet.
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Fig. 6.3. Top: A depiction of a unit cell stack showing the layering of bipolar plates, gas
channels, and MEAs. The cells are coupled through thermal and electrical effects. Bottom: Diagram
showing the derivation of (6.6) and (6.7).

6.3. 1+1D stack level models. The 1+1D unit cell models can be extended
to the stack environment. Considering a stack of N cells, indexed by a superscript j,
the same total current flows through each cell, but the local current densities ij(x) can
vary between cells. The difference in current densities between adjacent cells drives
currents Ij (in the x direction, per unit width z) in the bipolar plates (the plate j is
above cell j; see Figure 6.3 (top)). The plates have significant resistance to the plate
currents, and so cell voltages can vary with position: V j = V j(x).

As in the 1+1D unit cell model above, we consider the current densities ij(x) as
the fundamental variables. These determine V j(x) through relationships like (6.3)
in which the oxygen concentration, and possibly temperature, is determined nonlo-
cally. The governing relationship for the voltages V [i] is derived below. Considering
Figure 6.3 (bottom), conservation of current in the length “dx” of plate j yields

(6.6)
dIj

dx
= ij+1(x) − ij(x),

where plate currents are given per unit orthogonal length and cell currents are given
per unit area. The plate currents lead to voltage drops in the plates. The difference
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in voltage between plate j and j − 1 is V j(x); thus

(6.7)
dV j

dx
= λ(−Ij + Ij−1).

Here λ is a measure of plate resistance (resistance per unit length to plate currents per
unit width). Differentiating (6.7) and using (6.6) the plate currents can be eliminated
giving

(6.8)
d2V j

dx2
− λ(ij−1 − 2ij + ij+1) = 0,

which we named the fundamental voltage equation. Considering (6.3) we see that
V ′(i) < 0 (locally) giving (6.8) the character of a partially discretized nonlinear elliptic
problem in nondivergence form. Boundary conditions for each cell are

dV j

dx
(0) = 0,(6.9)

dV j

dx
(Lc) = 0.(6.10)

These correspond to the conditions that the plate currents must be zero at inlet and
outlet, as seen from (6.7). Additional conditions are given at end cells 1 and N at
collector plates; see [5] for details. The problem (6.8)–(6.10) with (6.4) specified for
one cell can be solved for ij, j = 1, . . . , N . Approximate Newton iterations using
only the local sensitivity of V with i as described above for unit cell models are also
effective in the stack setting.

Implementations of stack level models of this type are described in [18, 35], with
experimental validation of the modeling of the effects of electrical coupling between
cells reported in [49]. Asymptotic analysis estimating the extent, as measured by the
number of affected adjacent cells, of anomalies has been done using these models for
thermal [87] and electrical [5] coupling.

Several important aspects of fuel cell stacks remain to be added to such models.
A parameterized effect of liquid water transport in channels remains to be added, but
there are open questions on the modeling as discussed in section 5.2. Thermal end
cell effects and flow sharing effects between cells from shared gas headers using simple
flow network models like those proposed in [19, 47] could be added. Adding resolution
in the cross-plane as discussed in the next section would also improve this approach.

6.4. Fuel cell cross-plane. Some attempts have been made to combine the
advantages of CFD and averaged models. Currently, some CFD models are being
developed in which the channel flow is reduced to a 1D average. Some authors (e.g.,
[105]) consider 2D models in the x-z plane of Figure 2.1 that are similar in spirit to
the 1+1D models discussed above. The authors believe that the cross-plane problem
(see Figure 2.2) is the fundamental building block for accurate unit cell and stack
level simulation. This cross-plane problem can be considered as a 2D problem or as a
2D plus microstructure cell problem for more complex MEA models. Several authors
consider pieces of this problem in 2D computations [69, 9, 108]. However, water
management is a key issue that can be resolved only by understanding how water and
heat flux is directed to the anode and cathode. This requires the consideration of all
components in the cross-plane of Figure 2.2.
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For given average current density, coolant temperature, and gas flux, the cross-
plane problem can be made into a local problem. How to couple these local problems
thermally and electrically and with header effects at the stack level to solve for con-
sistent local average values is well understood for 1+1D models [18]. Extending these
ideas to 2+1D models in the cross-plane discussed above should be possible. The
authors believe that this framework will provide the optimal trade-off between model
accuracy and computational tractability for fuel cell simulation. This framework fo-
cuses attention on the difficult cross-plane computation that can be considered as
a building block for multiple channel, multiple cell stack simulation. A preliminary
version of this idea is given in [52] using a simplified cross-plane problem.

6.5. Benchmark problems. In many applications where computational mod-
els are now an integral part of the design process, there are well established com-
putational benchmark problems to assess the accuracy and speed of new methods.
An historical example is the driven cavity problem for 2D incompressible flow [37].
More modern examples are the benchmark problems for aeronautical flows and high
performance computing [27].

The fuel cell application so far lacks such benchmark problems with highly ac-
curate numerical solutions computed with methods with some theoretical backing.
There are several reasons for the lack of such benchmarks. There is a lack of consen-
sus on appropriate component models for the MEA (membrane, catalyst layer and
GDL transport) and so comparison to experimental results has been seen to be much
more important than assessing numerical accuracy. In addition, MEA design has
changed rapidly using empirical reasoning so there is no “fixed target” for benchmark
problems.

However, fuel cell simulation has recently reached the level of maturation at which
benchmark problems should be introduced. Considerable effort is being put into large-
scale, parallel computations of fuel cell models. It makes sense to have a rigorous way
of assessing the performance of these calculations. The ingredients for an appropriate
benchmark problem include detailed models of the MEA components with thermal
coupling to coolant channels. Some consensus on the component models should be
reached with input from the engineering community. The problem should be rigor-
ously posed mathematically but in a form that is implementable in the frameworks
already developed by major groups. Accurate solutions should be computed with
an academic code that has some theoretical backing (ideally, proved convergent). A
family of problems based on the cross-plane discussed in section 6.4 might form a
suitable framework for highly resolved numerical solutions to a benchmark problem.

7. Conclusion. The transition to a carbon-lite energy infrastructure will require
the efficient conversion of energy, particularly between high-density chemical forms
and electric potential. Catalytic systems capable of achieving efficient energy con-
version require high densities of reactive surface area and hence small length scales.
Moreover, they require networks with selective transport properties to feed reactants
to the catalyst sites. The modeling and analysis of these network driven composites
and their construction, performance, and degradation will require the development
of new mathematical structures and the quantization of deep connections between
subscale models and continuum mechanics. PEM fuel cells are prime examples of
energy conversion systems, and as such they possess functional structure from the
nanoscale up to the macroscale. Their descriptive models are inherently multiscale
and multiphysics. The computational realization of these models leads to stiff sys-
tems with widely varying length and time scales. With proper analysis, in some
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scaling regimes, these systems can be reduced to lower dimensional ones that are bet-
ter conditioned. However, for resolution of the relevant material science and device
performance questions, highly structured, highly adaptive numerical methods will
necessarily be required. Mathematical analysis and scientific computation will play a
large role in the resolution of these important issues.
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