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Abstract

We define intermediate SLEκ(ρ) and reversed intermediate SLEκ(ρ) processes using
Appell-Lauricella multiple hypergeometric functions, and use them to describe the time-
reversal of multiple-force-point chordal SLEκ(ρ) curves in the case that all force points are
on the boundary and lie on the same side of the initial point, and κ and ρ = (ρ1, . . . , ρm)

satisfy that either κ ∈ (0, 4] and
∑k
j=1 ρj > −2 for all 1 ≤ k ≤ m, or κ ∈ (4, 8) and∑k

j=1 ρj ≥
κ
2 − 2 for all 1 ≤ k ≤ m.
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1 Introduction

The Schramm-Loewner evolution (SLE), first introduced by Oded Schramm in 1999 ([15]), is a
one-parameter (κ ∈ (0,∞)) family of measures on non-self-crossing curves, which has received a
lot of attention over the past two decades. It has been shown that, modulo time parametrization,
a number of discrete random paths on grids have SLE with different parameters as their scaling
limits. We refer the reader to Lawler’s textbook [3] for basic properties of SLE.

Based on the convergence of various discrete lattice models to SLE, Rohde and Schramm
conjectured (cf. [13]) that, for κ ∈ (0, 8), chordal SLEκ (growing in a simply connected domain
from one boundary point to another) satisfies reversibility, i.e., the time reversal of a chordal
SLEκ curve is also a chordal SLEκ curve, modulo a time reparametrization.

The conjecture was first proved for κ ∈ (0, 4] in [23], which constructed a commutation
coupling of two chordal SLEκ curves growing towards each other, and used the coupling to
show that the two curves are time-reversal of each other. The conjecture for κ ∈ (4, 8) was
proved by [7] using the celebrated imaginary geometry theory.

People have also worked on the reversibility property of other types of SLE. Radial SLE
grows in a simply connected domain from a boundary point to an interior point, and obviously
does not satisfy reversibility. However, one may consider its close relative: whole-plane SLE,
which grows in the Riemann sphere from one (interior) point to another point. Conditionally
on an initial segment of a whole-plane SLEκ curve, the rest of the curve is a radial SLEκ curve
in the remaining domain. The reversibility of whole-plane SLEκ was first proved for κ ∈ (0, 4]
in [20], and later for κ ∈ (4, 8) in [6]. The work [20] also describes the time-reversal of radial
SLEκ for κ ∈ (0, 4] although the reversibility does not hold.

SLEκ(ρ) is another important type of SLE, whose growth is affected by some additional
marked points, called force points, besides the target. They were introduced in [5] for the
construction of restriction measures, and were later used in the series [9, 8, 7, 6] as building
blocks of the imaginary geometry.

The paper [21] proves the reversibility of a single-force-point chordal SLEκ(ρ) in the case
that κ ∈ (0, 4], ρ ≥ κ/2 − 2, and that the only force point lies on the boundary, and is
degenerate, i.e., lies immediately next to the initial point. A new process called intermediate
SLEκ(ρ) was introduced there to describe the time-reversal of chordal SLEκ(ρ) in the case
that the boundary force point is not degenerate. An intermediate SLEκ(ρ) is a two-force-point
process defined using a hypergeometric function, and is different from the SLEκ(ρ) in [5]. It is
also proved in [21] that intermediate SLEκ(ρ) satisfies reversibility for κ ∈ (0, 4] and ρ ≥ κ/2−2.
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The intermediate SLE was later called hypergeometric SLE or hSLE in [11] and [17]. The
latter paper [17] extends the reversibility of intermediate SLEκ(ρ) to κ ∈ (0, 8) and ρ ≥ κ/2−2
in the case that both force points are not degenerate, and proved that intermediate SLEκ(2) is
the marginal law of a single curve in a multiple 2-SLEκ configuration.

The papers [8, 7] established the reversibility of chordal SLEκ(ρ1, ρ2) in the case that κ ∈
(0, 4) and ρ1, ρ2 > −2, or κ ∈ (4, 8) and ρ1, ρ2 ≥ κ

2 − 4, and that the two boundary force points
are both degenerate, one on each side. But those papers did not provide description of the
time-reversal of chordal SLEκ(ρ1, ρ2) in the case that any force point is not degenerate.

The current paper studies the time-reversal of multiple-force-point chordal SLEκ(ρ) in the
case that all force points are boundary points and lie on the same side of the initial point. The
first result of this form was obtained in [22] for κ = 4, where it was shown that if the force points
v = (v1, . . . , vm) are ordered such that vj is closer to the initial point than vk when j < k, and

if the corresponding force values ρ = (ρ1, . . . , ρm) satisfy that
∑k

j=1 ρj ≥ 0 for all 1 ≤ k ≤ m,
then the time-reversal of a chordal SLE4(ρ) curve is a chordal SLE4(−ρ,−ρ∞) curve, where
ρ∞ = −

∑m
j=1 ρj , the value −ρj force point for the time-reversal is still vj , 1 ≤ j ≤ m, and

the value −ρ∞ force point for the time-reversal lies immediately next to the initial point of the
reversal curve, i.e., the terminal point of the original curve.

Below are the main theorems of the paper, which extend the results of [21].

Theorem 1.1. Let v1 > · · · > vm ∈ (−∞, 0) ∪ {0−} or v1 < · · · < vm ∈ (0,+∞) ∪ {0+}. Let
σ ∈ {+,−} be the sign of vj’s. Suppose κ and ρ1, . . . , ρm satisfy either

(I) κ ∈ (0, 4] and for any 1 ≤ k ≤ m,
∑k

j=1 ρj > −2; or

(II) κ ∈ (4, 8) and for any 1 ≤ k ≤ m,
∑k

j=1 ρj ≥
κ
2 − 2.

Let η be a chordal SLEκ(ρ1, . . . , ρm) curve in H from 0 to ∞ with force points v1, . . . , vm. Let
J(z) = −1/z. Let ρ∞ = −

∑m
j=1 ρj. Then the time-reversal of J ◦ η may be reparametrized

by half-plane capacity and become a chordal Loewner curve, whose law is absolutely continuous
w.r.t. that of a chordal SLEκ(−ρ1, . . . ,−ρm,−ρ∞) curve in H from 0 to ∞ with force points
J(v1), . . . , J(vm), 0−σ. Here we use the convention that J(0±) = ∓∞.

Theorem 1.2. Let κ, ρ1, . . . , ρm, ρ∞, v1, . . . , vm, σ, and J be as in Theorem 1.1. Let v∞ ∈
(vm,+∞)∪ {+∞} if σ = +; and ∈ {−∞}∪ (−∞, vm) if σ = −. Let vrj = J(vj) and ρrj = −ρj,
j ∈ {1, . . . ,m,∞}. Here we use the convention that J(0±) = ∓∞ and J(±∞) = 0∓. Let η be
an iSLEκ(ρ1, . . . , ρm) curve (Definition 3.2) in H from 0 to ∞ with force points v1, . . . , vm, v∞.
Let ηr be an iSLE r

κ(ρ1, . . . , ρm) curve (Definition 3.4) in H from 0 to ∞ with force points
vr1, . . . , v

r
m, v

r
∞. Then up to a time-change, the law of the time-reversal of J(η) agrees with the

law of ηr, which is absolutely continuous w.r.t. that of a chordal SLEκ(ρr1, . . . , ρ
r
m, ρ

r
∞) curve in

H from 0 to ∞ with force points vr1, . . . , v
r
m, v

r
∞.

The iSLEκ(ρ) and iSLErκ(ρ) (shorthands for intermediate SLEκ(ρ) and reversed intermediate
SLEκ(ρ), respectively) processes will be defined using Appell-Lauricella multiple hypergeometric
functions. When v∞ = σ · ∞, the η in Theorem 1.2 agrees with the η in Theorem 1.1. So
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Theorem 1.1 is a special case of Theorem 1.2, and we have a description of the law of ηr in
Theorem 1.1. Unless κ = 4, an iSLErκ(ρ) curve is not a chordal SLErκ(ρ′). So the time-reversal
of a chordal SLEκ(ρ) may not be a chordal SLEκ(ρ′) curve.

The proof of Theorem 1.2 in the case that κ ∈ (0, 4] uses the stochastic coupling technique
introduced in [23, 22]. We will construct a commutation coupling of an iSLEκ(ρ) curve with
an iSLErκ(ρ) curve, and use the commutation relation to prove that the two curves are time-
reversal of each other. The proof in the case that κ ∈ (4, 8) uses the reversibility of chordal
SLEκ established in [7]. We will show that when none of the force points is degenerate, the
laws of both η and ηr are absolutely continuous w.r.t. that of a chordal SLEκ curve in H from
0 to ∞, and the Radon-Nikodym derivatives are related by the map J . We will then extend
the result to the case that some force points are degenerate using commutation couplings.

The definitions of iSLEκ(ρ) and iSLErκ(ρ) are valid for all κ ∈ (0, 8) and ρ = (ρ1, . . . , ρm)

satisfying that
∑k

j=1 ρj > max{−2, κ2 − 4} for 1 ≤ k ≤ m. We believe that both theorems

should hold if Condition (II) is weakened to κ ∈ (4, 8) and
∑k

j=1 ρj >
κ
2 − 4 for 1 ≤ k ≤ m.

Actually, we believe that the theorems should also hold if there are force points on both sides.
The expected extension of Theorem 1.1 is the following conjecture.

Conjecture 1.3. Suppose v−1 > · · · > v−m− ∈ (−∞, 0) ∪ {0−} and v+
1 < · · · < v+

m+
∈

(0,+∞) ∪ {0+}. Let κ and ρσj , 1 ≤ j ≤ mσ, σ ∈ {+,−}, satisfy that κ ∈ (0, 8) and∑k
j=1 ρ

σ
j > max{−2, κ2 − 4} for all 1 ≤ k ≤ mσ and σ ∈ {+,−}. Let ρσ = (ρσ1 , . . . , ρ

σ
mσ)

and vσ = (vσ1 , . . . , v
σ
mσ), σ ∈ {+,−}. Let η be a chordal SLEκ(ρ+, ρ−) curve in H from 0 to ∞

with force points (v+, v−). Let ρσ∞ = −
∑mσ

j=1 ρ
σ
j , σ ∈ {+,−}. Then the time-reversal of J(η)

may be reparametrized by half-plane capacity and become a chordal Loewner curve, whose law
is absolutely continuous w.r.t. that of a chordal SLEκ(−ρ+,−ρ+

∞,−ρ−,−ρ−∞) curve with force

points J(v+
1 ), . . . , J(v+

m+
), 0−, J(v−1 ), . . . , J(v−m−), 0+.

The conjecture is known to be true (cf. [22, Theorem 5.5]) in the case that κ = 4 and ρ±j
satisfy that

∑k
j=1 ρ

±
j ≥ 0 for all 1 ≤ k ≤ m±. In that case, the time-reversal is exactly a chordal

SLE4(−ρ+,−ρ+
∞,−ρ−,−ρ−∞) curve. For other κ, we have not found the correct definitions of

two-sided iSLEκ(ρ+, ρ−) and iSLErκ(ρ+, ρ−) curves to make the extension of Theorem 1.2 holds,
even in the simplest case that m+ = m− = 1.

Below is the outline of the rest of the paper. In the next section, we recall H-hulls, chordal
Loewner equation, chordal SLEκ(ρ), and multiple hypergeometric functions. In Section 3,
we define iSLEκ(ρ) and iSLErκ(ρ) curves, and study some basic properties. In Section 4, we
construct a commutation coupling of an iSLEκ(ρ) curve with an iSLErκ(ρ) curve. We prove the
main theorems in the last section.

2 Preliminary

We first fix some notation. We write x ∨ y = max{x, y} and x ∧ y = min{x, y} for x, y ∈ R.
Let H = {z ∈ C : Im z > 0} and D = {z ∈ C : |z| < 1}. For z0 ∈ C and S ⊂ C, let
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radz0(S) = sup{|z − z0| : z ∈ S ∪ {z0}}. Let D $ C be a simply connected domain. The
conformal radius of D w.r.t. any z0 ∈ D is defined by cradz0(D) = 1/|g′z0(0)| if gz0 maps D

conformally onto D such that gz0(z0) = 0. We write crad
(4)
z0 (D) for cradz0(D)/4. Then for

x > y ∈ R, crad
(4)
x (C \ (−∞, y]) = |x− y|. By Koebe’s 1/4 theorem, we have dist(z0, D

c)/4 ≤
crad

(4)
z0 (D) ≤ dist(z0, D

c). The boundary Poisson kernel w.r.t. z 6= w ∈ ∂D at which ∂D is

smooth is defined by HD(z, w) = |g′(z)||g′(w)|
(g(z)−g(w))2 , where g maps D conformally onto H such that

g(z), g(w) 6=∞. The value does not depend on the choice of g.

2.1 H-hulls

A relatively closed subset K of H is called an H-hull if K is bounded and H \ K is a simply
connected domain. If S is a bounded subset of H such that S ∪ R is connected, then the
unbounded connected component of H \S is a simply connected domain, whose complement in
H is an H-hull, which is called the H-hull generated by S, and denoted by Hull(S). For an H-hull
K, there is a unique conformal map gK from H \K onto H such that gK(z) = z + c

z + O( 1
z2 )

as z →∞ for some c ≥ 0. The constant c, denoted by hcap(K), is called the H-capacity of K,
which is zero iff K = ∅. We write hcap2(K) for hcap(K)/2.

If K1 ⊂ K2 are two H-hulls, then the quotient hull K2/K1 is defined as gK1(K2 \K1), which
is also an H-hull, and we have gK2 = gK2/K1

◦ gK1 and hcap(K2) = hcap(K2/K1) + hcap(K1).
From hcap ≥ 0 we see that hcap(K1),hcap(K2/K1) ≤ hcap(K2). If K1 ⊂ K2 ⊂ K3 are H-hulls,
then K2/K1 ⊂ K3/K1 and (K3/K1)/(K2/K1) = K3/K2.

LetK be a non-empty H-hull. LetKdoub = K∪{z : z ∈ K}, whereK is the closure ofK, and
z is the complex conjugate of z. By Schwarz reflection principle, there is a compact set SK ⊂ R
such that gK extends to a conformal map from C \Kdoub onto C \ SK . Let aK = min(K ∩R),
bK = max(K ∩ R), cK = minSK , dK = maxSK . Then gK maps C \ (Kdoub ∪ [aK , bK ])
conformally onto C \ [cK , dK ]. Below is an important example.

Example 2.1. For x0 ∈ R and r > 0, H := {z ∈ H : |z − x0| ≤ r} is an H-hull with

gH(z) = z + r2

z−x0
, hcap(H) = r2, aH = x0 − r, bH = x0 + r, Hdoub = {z ∈ C : |z − x0| ≤ r},

cH = x0 − 2r, dH = x0 + 2r.

The next proposition combines Lemmas 5.2 and 5.3 of [24].

Proposition 2.2. If L ⊂ K are two non-empty H-hulls, then [aL, bL] ⊂ [aK , bK ] ⊂ [cK , dK ],
[cL, dL] ⊂ [cK , dK ], and [cK/L, dK/L] ⊂ [cK , dK ].

Proposition 2.3. Let x0 ∈ R and r > 0. If K is an H-hull with radx0(K) ≤ r, then hcap(K) ≤
r2, radx0(SK) ≤ 2r, and |gK(z)− z| ≤ 3r for any z ∈ C \Kdoub.

Proof. We have K ⊂ H := {z ∈ H : |z − x0| ≤ r}. So hcap(K) ≤ hcap(H) = r2. From
Proposition 2.2, SK ⊂ [cK , dK ] ⊂ [cH , dH ] = [x0 − 2r, x0 + 2r]. So radx0(SK) ≤ 2r. Since
gK(z) − z is analytic on C \ Kdoub and tends to 0 as z → ∞, by the maximum modulus
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principle,

sup
z∈C\Kdoub

|gK(z)− z| ≤ lim sup
C\Kdoub3z→Kdoub

|(gK(z)− x0)− (z − x0)| ≤ 2r + r = 3r,

where the second inequality follows from the facts that z → Kdoub implies that gK(z) → SK ,
radx0(SK) ≤ 2r, and radx0(Kdoub) ≤ r.

Let fK = g−1
K . By [14, Lemma C.1], there is a measure µK supported on SK with |µK | =

hcap(K) such that for any w ∈ C \ SK ,

fK(w)− w =

∫
SK

−1

w − y
dµK(y). (2.1)

Differentiating the equality about w, we get

f ′K(w)− 1 =

∫
SK

1

(w − y)2
dµK(y). (2.2)

From this formula we see that f ′K ≥ 1 on R \ SK , and is decreasing on (dK ,∞) and increasing
on (−∞, cK). So g′K ∈ (0, 1] on R \K, is increasing on (bK ,∞) and decreasing on (−∞, aK).
Moreover, we have the following proposition.

Proposition 2.4. Let K be an H-hull contained in {|z| ≤ R}. If |z| ≥ 7R, then | log |gK(z)|
|z| | ≤

1.5 R2

|z|2 , | log |g′K(z)|| ≤ 2.25 R2

|z|2 , and |SgK(z)| ≤ 35 R2

|z|4 , where SgK is the Schwarzian derivative

of gK , i.e., SgK =
g′′′K
g′K
− 3

2(
g′′K
g′K

)2.

Proof. Suppose |w| ≥ 6R. Since µK is supported by SK ⊂ [cK , dK ] ⊂ [−2R, 2R], and |µK | =
hcap(K) ≤ R2, by (2.1),

|fK(w)− w| =
∣∣∣ ∫ 2R

−2R

−1

w − y
dµK(y)

∣∣∣ ≤ R2

|w| − 2R
≤ R2

6R− 2R
=
R

4
, (2.3)

Thus, fK({|w| = 6R}) is a Jordan curve contained in {|w| < 6.25R}. Since fK maps {|w| > 6R}
onto the exterior of fK({|w| = 6R}), which contains {|w| > 6.25R}, we see that gK = f−1

K maps
{|z| > 6.25R} into {|z| > 6R}.

Suppose now |z| ≥ 7R. Then |gK(z)| ≥ 6R, and by (2.3), |gK(z) − z| ≤ R
4 . So |gK(z)| −

2R ≥ |z| − 9
4R ≥

19
28 |z|. By (2.3) again, |gK(z) − z| ≤ R2

|gK(z)|−2R ≤
28R2

19|z| , which implies that

| |gK(z)|
|z| − 1| ≤ 28R2

19|z|2 ≤
1
33 . Since | log x| ≤ 1.016|x − 1| if |x − 1| < 1

33 , we get | log |gK(z)|
|z| | ≤

1.016 28R2

19|z|2 ≤
3R2

2|z|2 . From (2.2) we get |f ′K(gK(z))− 1| ≤ ( R
|gK(z)|−2R)2 ≤ ( 28R

19|z|)
2 ≤ ( 4

19)2. Since

f ′K(gK(z)) = 1/g′K(z), and | log x| ≤ 1.03|x − 1| if |x − 1| < ( 4
19)2, we get | log |g′K(z)|| ≤

1.03( 28R
19|z|)

2 ≤ 2.25 R2

|z|2 .
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Differentiating (2.2) further w.r.t. z twice and then replacing w by gK(z) and using |gK(z)|−
2R ≥ 19

28 |z| and |z| ≥ 7R, we get

|f ′′K(gK(z))| ≤ 2 · 283R2

193|z|3
≤ 8 · 282R

193|z|2
, |f ′′′K (gK(z))| ≤ 6 · 284R2

194|z|4
.

Using that |1/f ′K(gK(z))| = |g′K(z)| ≤ e2.25 R2

|z|2 ≤ e
2.25
49 ≤ 1.05 and the chain rule for Schwarzian

derivative, we get

|SgK(z)| = |SfK(gK(z))| · |g′K(z)|2 ≤ 1.5 · 1.054|f ′′K(gK(z))|2 + 1.053|f ′′′K (gK(z))|.

Combining the above two displayed formulas, we get |SgK(z)| ≤ 35 R2

|z|4 .

The following proposition is essentially Lemma 2.8 in [4].

Proposition 2.5. Let φ be a conformal map, which maps a real open interval containing x0

into R, and satisfies φ′(x0) > 0. Then

lim
H→x0

hcap(φ(H))

hcap(H)
= |φ′(x0)|2,

where H → x0 means that radx0(H)→ 0 with H being a nonempty H-hull.

Definition 2.6. For w ∈ R, let Rw = (R\{w})∪{w+, w−}. Let K be an H-hull. Let the interval
[awK , b

w
K ] be the convex hull generated by w and K ∩ R. Then gK maps C \ (Kdoub ∪ [awK , b

w
K ])

conformally onto C \ [cwK , d
w
K ] for some interval [cwK , d

w
K ]. We define gwK from Rw ∪ {+∞,−∞}

onto [−∞, cwK ] ∪ [dwK ,+∞] such that gwK(±∞) = ±∞; if x ∈ R \ [awK , b
w
K ], gwK(x) = gK(x); if

x ∈ [awK , w) ∪ {w−}, gwK(x) = cwK ; and if x ∈ (w, bwK ] ∪ {w+}, gwK(x) = dwK .

Remark 2.7. The maps gwK will be useful in describing force point processes for SLEκ(ρ).
Note that if K = ∅, awK = bwK = cwK = dwK = w; if w ∈ [aK , bK ], then awK = aK , bwK = bK ,
cwK = cK , and dwK = dK . It is clear that gwK is increasing. Since gwK = gK and g′K ∈ (0, 1] on
(−∞, awK) ∪ (bwK ,∞), and gwK maps [awK , w) ∪ {w−} and (w, bwK ] ∪ {w+} respectively to cwK and
dwK , we see that gK is a contraction on (−∞, w) ∪ {w−} and (w,∞) ∪ {w+}.

2.2 Chordal Loewner equation

Let ŵ ∈ C([0, T ),R) for some T ∈ (0,∞]. The chordal Loewner equation driven by ŵ is

∂tgt(z) =
2

gt(z)− ŵ(t)
, 0 ≤ t < T ; g0(z) = z.

For every z ∈ C, let τz be the first time that the solution t 7→ gt(z) blows up; if such time does
not exist, then set τz = ∞. For t ∈ [0, T ), let Kt = {z ∈ H : τz ≤ t}. It turns out that for
each t ≥ 0, Kt is an H-hull with hcap(Kt) = 2t, Kdoub

t = {z ∈ C : τz ≤ t}, and gt agrees with
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gKt . We call gt and Kt the chordal Loewner maps and hulls, respectively, driven by ŵ. Since
we write hcap2(K) for hcap(K)/2, hcap2(Kt) = t for all t.

If for every t ∈ [0, T ), fKt = g−1
Kt

extends continuously from H to H, and η(t) := fKt(ŵ(t)),
0 ≤ t < T , is continuous in t, then we say that η is the chordal Loewner curve driven by ŵ. Such
η may not exist in general. When it exists, we have η(0) = ŵ(0) ∈ R, and Kt = Hull(η([0, t]))
for all t, and we say that Kt, 0 ≤ t < T , are generated by η.

Let u be a continuous and strictly increasing function on [0, T ) such that u(0) = 0. Suppose
that gt and Kt, 0 ≤ t < T , satisfy that gu−1(t) and Ku−1(t), 0 ≤ t < u(T ), are chordal Loewner
maps and hulls, respectively, driven by ŵ ◦ u−1. Then we say that gt and Kt, 0 ≤ t < T , are
chordal Loewner maps and hulls, respectively, driven by ŵ with speed du, and call (Ku−1(t))
the normalization of (Kt). If (Kt) are generated by a curve η, i.e., Kt = Hull(η([0, t])) for all
t, then η is called a chordal Loewner curve driven by ŵ with speed du, and η ◦ u−1 is called
the normalization of η. If u is absolutely continuous, we also say that the speed is u′. In this

case, the gt satisfy the differential equation ∂tgt(z) = 2u′(t)
gt(z)−ŵ(t) . The original Loewner maps

and hulls then have speed 1.
The following proposition is a slight variation of Theorem 2.6 of [4].

Proposition 2.8. The H-hulls Kt, 0 ≤ t < T , are chordal Loewner hulls with some speed if
and only if for any fixed a ∈ [0, T ), limδ↓0 sup0≤t≤a diam(Kt+δ/Kt) = 0. Moreover, the driving

function ŵ satisfies that {ŵ(t)} =
⋂
δ>0Kt+δ/Kt, 0 ≤ t < T ; and the speed is du, where

u(t) = hcap2(Kt), 0 ≤ t < T .

Proposition 2.9. Suppose Kt, 0 ≤ t < T , are chordal Loewner hulls driven by ŵ with some
speed. Then for any t0 ∈ (0, T ) and t ∈ [0, t0], cKt0 ≤ ŵ(t) ≤ dKt0 .

Proof. Let t0 ∈ (0, T ). If 0 ≤ t < t0, by Propositions 2.2 and 2.8, ŵ(t) ∈ [aKt0/Kt , bKt0/Kt ] ⊂
[cKt0/Kt , dKt0/Kt ] ⊂ [cKt0 , dKt0 ]. By the continuity of ŵ, we also have ŵ(t0) ∈ [cKt0 , dKt0 ].

We now cite [18, Proposition 2.13] below, which is a corollary of [9, Lemma 2.5] and [8,
Lemma 3.3].

Proposition 2.10. Let Kt and η(t), 0 ≤ t < T , be chordal Loewner hulls and curve driven by
ŵ with speed q. Suppose the Lebesgue measure of η([0, T ))∩R is 0. Let w = ŵ(0), and x ∈ Rw.
Define X(t) = gwKt(x), 0 ≤ t < T . Then the set of t such that X(t) 6= ŵ(t) is zero, and X is

absolutely continuous with X ′(t) = 1{X(t)6=ŵ(t)}
2q(t)

X(t)−ŵ(t) almost everywhere on [0, T ).

2.3 Chordal SLEκ and SLEκ(ρ) processes

If ŵ(t) =
√
κB(t), 0 ≤ t < ∞, where κ > 0 and B(t) is a standard Brownian motion, then

the chordal Loewner curve η driven by ŵ is known to exist (cf. [13]), and is called a chordal
SLEκ curve in H from 0 to ∞. It satisfies η(0) = 0 and limt→∞ η(t) = ∞. The behavior of η
depends on κ: if κ ∈ (0, 4], η is simple and intersects R only at 0; if κ ≥ 8, η is space-filling, i.e.,
H = η(R+); if κ ∈ (4, 8), η is neither simple nor space-filling. If D is a simply connected domain

8



with two distinct marked boundary points (or more precisely, prime ends (cf. [1])) a and b, the
chordal SLEκ curve in D from a to b is defined to be the conformal image of a chordal SLEκ
curve in H from 0 to ∞ under a conformal map from (H; 0,∞) onto (D; a, b).

For any κ > 0, chordal SLEκ satisfies Domain Markov Property (DMP): if η is a chordal
SLEκ curve in D from a to b, and τ is a stopping time for η, then conditionally on the part of η
before τ and the event that η does not end at the time τ , the part of η after τ is a chordal SLEκ
curve from η(τ) to b in the connected component of D \ η([0, τ ]) whose boundary contains b.

The SLEκ(ρ) processes, first appeared in [5], are natural variants of SLEκ, where one keeps
track of additional marked points, often called force points, which may lie on the boundary
or interior. For the generality needed here, all force points will lie on the boundary. We now
review the definition and properties of SLEκ(ρ) developed in [9].

Let κ > 0, n ∈ N, ρ1, . . . , ρn ∈ R, w ∈ R, v1, . . . , vn ∈ Rw ∪ {+∞,−∞}. Recall that
Rw = (R \ {w}) ∪ {w+, w−}. We require that for σ ∈ {+,−},

∑
j:vj=wσ

ρj > −2. The chordal

SLEκ(ρ1, . . . , ρn) process in H started from w with force points v1, . . . , vn is the chordal Loewner
process driven by the function ŵ(t), 0 ≤ t < T , which drives chordal Loewner maps gt and
hulls Kt, and satisfies the following system of SDE:

dŵ(t) =
√
κdB(t) +

n∑
j=1

1{ŵ(t)6=v̂j(t)}
ρj

ŵ(t)− v̂j(t)
dt, ŵ(0) = w, (2.4)

where B is a standard Brownian motion, and v̂j(t) = gwKt(vj), 1 ≤ j ≤ n. Here we used
Definition 2.6. The SDE should be understood as an integral equation, i.e., ŵ(t)−w−

√
κB(t)

equals the Lebesgue integral of the summation from 0 to t. The solution exists uniquely up to the
first time T (called a continuation threshold) that

∑
j:v̂j(t)=cKt

ρj ≤ −2 or
∑

j:v̂j(t)=dKt
ρj ≤ −2,

whichever comes first. If there does not exist a continuation threshold, then the lifetime is ∞.
The v̂j is called the force point function started from vj . If vj = +∞ or −∞, then v̂j is constant
+∞ or −∞, and the term

ρj
ŵ(t)−v̂j(t) is constant 0, which means that the force point +∞ or

−∞ does not play a role. If vj 6∈ {+∞,−∞}, then v̂j satisfies the ODE:

dv̂j(t) = 1{ŵ(t)6=v̂j(t)}
2

v̂j(t)− ŵ(t)
, v̂j(0) = vj , 1 ≤ j ≤ n. (2.5)

This equation should also be understood as an integral equation, which means that v̂j is abso-
lutely continuous. If vj > w, then v̂j ≥ ŵ, and v̂j is increasing; if vj < w, then v̂j ≤ ŵ, and v̂j
is decreasing. Here the sets {v̂j 6= ŵ} have Lebesgue measure zero. So we may omit the factors
1{ŵ(t) 6=v̂j(t)} in (2.4) and (2.5).

A chordal SLEκ(ρ) process generates a chordal Loewner curve η in H started from w up to
the continuation threshold. If no force point is swallowed by the process at any time, this fact
follows from the existence of chordal SLEκ curve and Girsanov Theorem. The existence of the
curve in the general case was proved in [9]. The chordal SLEκ(ρ) curve η satisfies the following
DMP. If τ is a stopping time for η, then conditionally on the process before τ and the event
that τ is less than the lifetime of η, ŵ(τ + ·) and v̂j(τ + ·), 1 ≤ j ≤ n are the driving function
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and force point functions for a chordal SLEκ(ρ) curve ητ started from ŵ(τ) with force points
at v̂1(τ), . . . , v̂n(τ). Moreover, η(τ + ·) = fK(τ)(η

τ ), where K(τ) := Hull(η([0, τ ])). Here if for
some j, v̂j(τ) = ŵ(τ), then v̂j(τ) as a force point for ητ is treated as ŵ(τ)+ if vj ≥ w+, or
v̂(τ)− if vj ≤ w−.

If two force points vj and vk are equal, we may treat them as a single force point with force
value ρj + ρk. By merging the force points and removing +∞ and −∞, we may assume that

the force points v1, . . . , vn are mutually distinct finite numbers. We now relabel them by v
(σ)
j ,

1 ≤ j ≤ nσ, σ ∈ {+,−}, such that v
(−)
n− < · · · < v

(−)
1 ≤ w− < w+ ≤ v

(+)
1 < · · · < v

(+)
n+ , where

n− or n+ could be 0. Then v̂
(−)
n− ≤ · · · ≤ v̂

(−)
1 ≤ ŵ ≤ v̂

(+)
1 ≤ · · · ≤ v̂

(+)
n+ throughout the life

period. Let ρ
(±)
j , 1 ≤ j ≤ n±, denote the corresponding force values. If for any σ ∈ {−,+} and

1 ≤ k ≤ nσ,
∑k

j=1 ρ
(σ)
j > −2, then the process will never reach a continuation threshold, and

so its lifetime is ∞, in which case limt→∞ η(t) = ∞. For σ ∈ {+,−} and k ∈ {1, . . . , nσ}, if∑k
j=1 ρ

(σ)
j > κ

2 − 4, then a.s. η stays at a positive distance from v
(σ)
k ; if

∑k
j=1 ρ

(σ)
j ≥ κ

2 − 2, then

a.s. η does not hit the open interval between v
(σ)
k and v

(σ)
k+1 (with v

(σ)
nσ+1 understood as σ · ∞).

If for some t0, ŵ(t0) = v̂
(σ)
k (t0), then v̂

(σ)
j (t) = v̂

(σ)
k (t) for all 1 ≤ j ≤ k and t ≥ t0 in the life

period, which means that the force point processes v̂
(σ)
j for 1 ≤ j ≤ k merge after t0.

The following proposition will be needed. Recall the one quarter conformal radius crad
(4)
z (D)

and boundary Poisson kernel HD(z, w) defined in Section 2.

Proposition 2.11. Let κ ∈ (0, 8) and ρ1, . . . , ρm, ρm+1 ∈ R satisfy
∑m+1

j=1 ρj = 0, and for any

1 ≤ k ≤ m,
∑k

j=1 ρj ≥
κ
2 − 2. Suppose w > v1 > · · · > vm > vm+1 ∈ R or w < v1 < · · · < vm <

vm+1 ∈ R. We also write ρ∞ for ρm+1, and v∞ for vm+1. Let P0 denote the law of the chordal
SLEκ curve in H from w to ∞. Let P1 be the law of a chordal SLEκ(ρ1, . . . , ρm, ρm+1) curve in
H started from w with force points v1, . . . , vm, vm+1. Then

dP1

dP0
=

1E0

Z

m∏
j=1

(
crad(4)

v∞(Ωj(∞))−
ρj(κ−4)

2κ HD∞(vj , v∞)−
ρj(ρ∞+κ−4)

4κ

) ∏
1≤j<k≤m

HD∞(vj , vk)
−
ρjρk
4κ ,

(2.6)
where E0 is the event that H\η contains a connected component, denoted by D∞, which contains
a neighborhood of the line segment [v∞, v1] in H; Ωj(∞) is the connected component of C \
([vj , w] ∪ η ∪ {z ∈ C : z ∈ η}) which contains v∞, 1 ≤ j ≤ m; and Z > 0 is given by

Z :=
m∏
j=1

( w − vj
w − v∞

) ρj
κ

m∏
j=1

|vj − v∞|
ρjρ∞

2κ

∏
1≤j<k≤m

|vj − vk|
ρjρk
2κ .

Proof. By symmetry, we may assume that w > v1 > · · · > vm > vm+1. By [16], before any
force point is separated by η from ∞, the law P1 can be obtained by tilting the law P0 by the
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local martingale defined by

N(t) =
1

Z

m+1∏
j=1

g′t(vj)
ρj(ρj+4−κ)

4κ

m+1∏
j=1

|ŵ(t)− v̂j(t)|
ρj
κ

∏
1≤j<k≤m+1

|v̂j(t)− v̂k(t)|
ρjρk
2κ , (2.7)

where gt are the chordal Loewner maps, ŵ is the driving function, v̂j(t) = gt(vj), and the
constant Z > 0 is such that N(0) = 1. More specifically, this means that, if τ is a stopping
time such that τ ≤ min{Tj : 1 ≤ j ≤ m+1} = T1, where Tj is the first time that vj is swallowed
by the process, and N(t), 0 ≤ t < τ , is bounded by a uniform constant, then

P1 = N(τ) · P0 on Fτ . (2.8)

Here if τ = T1, then N(τ) is understood as N(T1) := limt↑T1 N(t), which P0-a.s. converges. This
can be also checked directly using Girsanov Theorem and Itô’s formula ([12]). For every n ∈ N,
let τn = inf(T1∪{t ≥ 0 : N(t) ≥ n}). Then (2.8) holds for each τn. Since FT1∩{T1 = τn} ⊂ Fτn ,
we then get P1 = N(T1) · P0 on FT1 ∩ {T1 = τn}. Since this holds for any n ∈ N, we get
P1 = N(T1) · P0 on FT1 ∩ EB, where EB :=

⋃∞
n=1{T1 = τn} = {sup0≤t<T1

N(t) < ∞}, i.e., the
event that N is bounded on [0, T1). Since P0-a.s. limt↑T1 N(t) converges, we have P0[EB] = 1.

For 0 ≤ t < T1 and 1 ≤ j ≤ m, let Dt = H \ Hull(η([0, t])), and let Ωj(t) denote the union
of Dt, its reflection about R, and the interval (−∞, vj). Since gt maps Dt conformally onto H,
we have HDt(vj , vk) = g′t(vj)g

′
t(vk)/|v̂j(t)− v̂k(t)|2, 1 ≤ j < k ≤ m + 1. Since gt maps Ωj(t)

conformally onto C \ [v̂j(t),∞), we get crad
(4)
v∞(Ωj(t)) = |v̂j(t)− v̂∞(t)|/g′t(v∞).

Let x̂j = ŵ − v̂j , and Rj =
x̂j
x̂∞

. Since ρ∞ = −
∑m

j=1 ρj , N(t) equals

1

Z

m∏
j=1

(
Rj(t)

ρj
κ crad(4)

v∞(Ωj(t))
−
ρj(κ−4)

2κ HDt(vj , v∞)−
ρj(ρ∞+κ−4)

4κ

) ∏
1≤j<k≤m

HDt(vj , vk)
−
ρjρk
4κ .

Suppose E0 occurs. Then T1 = · · · = Tm = T∞. Let t ↑ T1 = T∞. Since Dt → D∞
and Ωj(t) → Ωj(∞) in the Carathéodory topology, we have crad

(4)
v∞(Ωj(t)) → crad

(4)
v∞(Ωj(∞)),

1 ≤ j ≤ m, and HDt(vj , vk)→ HD∞(vj , vk), 1 ≤ j < k ≤ m+ 1.
For 0 ≤ t < T∞, let Pt denote the set of prime ends of Dt, which lie on either [w,∞) or

the right side of η([0, t]), i.e., it is the image of [ŵ(t),∞) under g−1
t . Suppose κ ∈ (0, 4]. Then

T∞ =∞. Let L > |v∞ − w|, and ξt be the connected component of {|z − w| = L} ∩Dt whose
closure contains w − L. Since η(t) → ∞ as t → ∞, there is N > 0 such that |η(t) − w| > L
for t ≥ N . For those t, since ξt separates [v∞, vj ] from Pt in Dt, the extremal distance (cf. [1])
between [v∞, vj ] and Pt in Dt is by comparison principle at least log(L/|v∞ − w|)/π. Thus,
the extremal distance between [v∞, vj ] and Pt in Dt tends to ∞ as t ↑ T∞. Suppose κ ∈ (4, 8).
Then T∞ < ∞ and η(T∞) ∈ (−∞, v∞). Let ε ∈ (0, |η(T∞) − v∞|), and ξt be the connected
component of {|z − η(T∞)| = ε} ∩Dt whose closure contains η(T∞) + ε. Then there is δ > 0
such that |η(t)− η(T∞)| < ε for t ∈ [T∞ − δ, T∞). For those t, since ξt separates [v∞, vj ] from
Pt in Dt, the extremal distance between [v∞, vj ] and Pt in Dt is at least log(|η(T∞)−v∞|/ε)/π.
So we again get that the extremal distance between [v∞, vj ] and Pt in Dt tends to∞ as t ↑ T∞.
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Since gt maps Dt conformaly onto H, and takes Pt and [v∞, vj ] to [ŵ(t),∞) and [v̂∞(t), v̂j(t)],

respectively, by conformal invariance, we get Rj(t) =
ŵ(t)−v̂j(t)
ŵ(t)−v̂∞(t) → 1 as t ↑ T∞.

On the event E0, since T1 = T∞, N(T1) = limt↑T1 N(t) equals the RHS of (2.6). This
implies that E0 ⊂ EB. By the assumptions on κ and ρj ’s, we know that P1 is supported by
E0. Since P1 = N(T1) · P0 on FT1 ∩EB, and FT1 agrees with FT∞ on the event E0, we see that
d(P1|FT∞)/d(P0|FT∞) is given by the RHS of (2.6). If κ ∈ (0, 4], then P0-a.s. T∞ = ∞, and
so (2.6) holds. If κ ∈ (4, 8), then P0-a.s. T∞ < ∞. If η follows the law P0, then by the DMP
for chordal SLEκ, conditionally on FT∞ , the part of η after T∞ is a chordal SLEκ from η(T∞)
to ∞ in HT∞ := H \ Hull(η([0, T∞])). If η follows the law P1, then by the DMP for chordal
SLEκ(ρ) and the fact that

∑m
j=1 ρj + ρ∞ = 0, conditionally on FT∞ , the part of η after T∞ is

also a chordal SLEκ from η(T∞) to ∞ in HT∞ . So the absolute continuity between P1 and P0

on FT∞ extends to F∞ with the same Radon-Nikodym derivative, and we again have (2.6).

Remark 2.12. We may express dP1/dP0 in the above theorem in terms of a conformal map
from D∞ onto H. Suppose w > v1 > · · · > vm > vm+1. Suppose ∂D∞∩R = [xL, xR]. Let g∗ be
a conformal map from D∞ onto H such that g∗(xL) = ∞. By Schwarz reflection principle, g∗
extends to a conformal map defined on the union of D∞, its reflection about R, and (xL, xR).
Then HD∞(vj , vk) = g′∗(vj)g

′
∗(vk)/|g∗(vj)− g∗(vk)|2, 1 ≤ j < k ≤ m+ 1. Since g∗ maps Ωj(∞)

conformally onto C\[g∗(vj),∞), we get crad
(4)
v∞(Ωj(∞)) = |g∗(vj)− g∗(v∞)|/g′∗(v∞), 1 ≤ j ≤ m.

Combining these formulas with the equality
∑m+1

j=1 ρj = 0, we get

dP1

dP0
= 1E0

m+1∏
j=1

g′∗(vj)
ρj(ρj+4−κ)

4κ

|w − vj |
ρj
κ

∏
1≤j<k≤m+1

( |g∗(vj)− g∗(vk)|
|vj − vk|

) ρjρk
2κ
. (2.9)

2.4 Multiple hypergeometric functions

Let α, β1, . . . , βm, γ ∈ R, and γ 6∈ {0,−1,−2, . . . }. We use the Pochhammer symbol (α)n to
denote the rising factorial, i.e., (α)0 = 1 and (α)n = α(α + 1) · · · (α + n − 1) for n ≥ 1. Note
that (1)n = n!. Write β = (β1, . . . , βm). Let F (α, β1, . . . , βm, γ;x), x = (x1, . . . , xm), be the
(first) Appell-Lauricella multiple hypergeometric function defined by (cf. [10])

F (α, β, γ;x) =
∞∑

n1=0

· · ·
∞∑

nm=0

(α)n1+···+nm(β1)n1 · · · (βm)nm
(γ)n1+···+nm(1)n1 · · · (1)nm

xn1
1 · · ·x

nm
m . (2.10)

Using Stirling’s formula, one easily see that the series itself as well as the series of the partial
derivatives to any order converge absolutely and uniformly on [−r, r]m for any r ∈ (0, 1). Thus,
F is C∞ on (−1, 1)m, and one may differentiate the series term by term. For 1 ≤ j ≤ m,
let ej denote the vector in Rm, whose j-th component is 1, and other components are 0.
Straightforward calculation shows that for any 1 ≤ j ≤ m,

∂xjF (α, β, γ;x) =
αβj
γ
F (α+ 1, β + ej , γ + 1;x). (2.11)
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Since we may change the order of summation, we find that for any Λ ⊂ {1, . . . ,m},

F (α, β, γ;x) =
∑
n∈NΛ

(α)|n|
∏
j∈Λ(βj)nj

(γ)|n|
∏
j∈Λ(1)nj

∏
j∈Λ

x
nj
j F (α+ |n|, β|Λc , γ + |n|;x|Λc), (2.12)

where N := N ∪ {0}, |n| =
∑

j∈Λ nj for n ∈ NΛ
, and Λc := {1, . . . ,m} \ Λ. The equality holds

even in the case Λ = ∅ or Λ = {1, . . . ,m}. In the former case, there is only one term in the
summation, and the equality is trivial; in the latter case, the F -functions on the RHS of (2.12)
are understood as constant 1, and the equality reduces to the definition (2.10).

Let F = F (α, β1, . . . , βm, γ; ·). By (2.10), we have

F (0, x2, . . . , xm) = F (α, β2, . . . , βm, γ;x2, . . . , xm); (2.13)

F (x1, . . . , xm−2, xm−1, xm−1) = F (α, β1, . . . , βm−2, βm−1 + βm, γ;x1, . . . , xm−1). (2.14)

If γ > α + βm, by Stirling’s formula, the series (2.10) converges uniformly on [0, r]m−1 × [0, 1]
for any r ∈ (0, 1). Thus, F extends continuously from [0, 1)m to [0, 1)m−1× [0, 1], and by (2.12)
and Gauss’s Theorem,

F (x1, . . . , xm−1, 1) =
∑

n∈Nm−1

(α)|n|
∏m−1
j=1 (βj)nj

(γ)|n|
∏m−1
j=1 (1)nj

m−1∏
j=1

x
nj
j F (α+ |n|, βm, γ + |n|, 1)

=
∑

n∈Nm−1

(α)|n|
∏m−1
j=1 (βj)nj

(γ)|n|
∏m−1
j=1 (1)nj

m−1∏
j=1

x
nj
j

Γ(γ + |n|)Γ(γ − α− βm)

Γ(γ + |n| − βm)Γ(γ − α)

=
Γ(γ)Γ(γ − α− βm)

Γ(γ − βm)Γ(γ − α)
F (α, β1, . . . , βm−1, γ − βm;x1, . . . , xm−1). (2.15)

We are going to derive some PDEs for the multiple hypergeometric functions. Some of
them can be found in the literature. But for completeness, we will provide detailed proofs.
For x = (x1, . . . , xm) ∈ Rm and n = (n1, . . . , nm) ∈ Nm, we define |n| = n1 + · · · + nm and

xn = xn1
1 · · ·xnmm . We may express F (x) as

∑
n∈Nm Anx

n, where An =
(α)|n|

∏m
j=1(βj)nj

(γ)|n|
∏m
j=1(1)nj

. Then

An+ej =
(α+ |n|)(βj + nj)

(γ + |n|)(1 + nj)
An. (2.16)

Let θj denote the partial differential operator xj∂xj . Then

θjF (x) =
∑
n∈Nm

njAnx
n. (2.17)

So
(α+ θ1 + · · ·+ θm)(βj + θj)F (x) =

∑
n∈Nm

(α+ |n|)(βj + nj)Anx
n;
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θj(γ − 1 + θ1 + · · ·+ θm)F (x) =
∑
n∈Nm

nj(γ − 1 + |n|)Anxn

=
∑

n∈Nm:nj≥1

nj(γ − 1 + |n|)Anxn = xj
∑
n∈Nm

(nj + 1)(γ + |n|)An+ejx
m.

By (2.16), F satisfies the PDE (cf. [10, Formula (56) of Chapter 9]) LjF = 0, 1 ≤ j ≤ m, where

Lj := −(α+ θ1 + · · ·+ θm)(βj + θj) +
1

xj
θj(γ − 1 + θ1 + · · ·+ θm)

=

m∑
k=1

xk(1− xj)∂xj∂xk + [γ − (α+ 1)xj ]∂xj − βj
m∑
k=1

xk∂xk − αβj .

From (2.17) we also know that for 1 ≤ j 6= k ≤ m,

∂xk(βj + θj)F (x) =
∑

n∈Nm:nk≥1

nk(βj + nj)Anx
n−ek =

∑
n∈Nm

(1 + nk)(βj + nj)An+ekx
n.

From (2.16) we know that (1 +nk)(βj +nj)An+ek = (1 +nj)(βk +nk)An+ej . So F satisfies the
PDE Lj,kF = 0 for 1 ≤ j 6= k ≤ m, where

Lj,k := ∂xk(βj + θj)− ∂xj (βk + θk) = (xj − xk)∂xj∂xk + βj∂xk − βk∂xj .

If j = k, the equality Lj,kF = 0 trivially holds. Now we let

L =

m∑
j=1

1− xj
xj
Lj +

m∑
j=1

m∑
k=1

1

xj
Lj,k

=
m∑
j=1

m∑
k=1

(1− xj)(1− xk)∂xj∂xk −
m∑
j=1

αβj

( 1

xj
− 1
)

+

m∑
j=1

(1− xj)
[γ −∑m

k=1 βk
xj

− (α+ 1) +

m∑
k=1

βk

( 1

xk
− 1
)]
∂xj , (2.18)

and

Lr =
m∑
j=1

xj(1− xj)Lj +
m∑
j=1

m∑
k=1

xjx
2
kLj,k

=
m∑
j=1

m∑
k=1

xjxk(1− xj)(1− xk)∂xj∂xk −
m∑
j=1

αβjxj(1− xj)

+
m∑
j=1

xj(1− xj)
[
(γ −

m∑
k=1

βk)− (α+ 1)xj +
m∑
k=1

βk(1− xk)
]
∂xj . (2.19)
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In the above equalities, we used

m∑
j=1

m∑
k=1

(xj − xk)∂xj∂xk =
m∑
j=1

m∑
k=1

(xj − xk)xjxk(1− xj − xk)∂xj∂xk = 0.

Then we have
LF = 0 on (0, 1)m; LrF = 0 on (−1, 1)m. (2.20)

We now study the positiveness and continuation of the multiple hypergeometric function.
We make some assumptions on the parameters.

Definition 2.13. For m ∈ N, we say that α, β1, . . . , βm, γ ∈ R satisfy the parameter assumption
if γ > 0 ∨ α and γ > (0 ∨ α) +

∑m
j=k βj for any 1 ≤ k ≤ m.

From now on, we fix α, β1, . . . , βm, γ ∈ R, and let F = F (α, β1, . . . , βm, γ; ·). Let ∆m denote
the set {x ∈ Rm : 0 ≤ x1 ≤ · · · ≤ xm < 1}.

Lemma 2.14. If α, β1, . . . , βm, γ ∈ R satisfy the parameter assumption, F is positive on ∆m.

Proof. We prove by induction on m, and use the idea in the proof of Lemma 3.1 of [17]. First,
consider the case m = 1. In this case, the multiple hypergeometric function reduces to a
single-variable hypergeometric function 2F1(α, β1, γ;x1), and ∆1 = [0, 1). Since γ > α+ β1, by
Gauss’s Theorem (cf. [10, Formula (20) of Section 1.2]), F extends continuously to [0, 1] with

F (1) = Γ(γ)Γ(γ−α−β1)
Γ(γ−α)Γ(γ−β1) . Since γ, γ − α, γ − β1, γ − α − β1 > 0, we get F (1) > 0. We also note

that F (0) = 1 > 0.
If α ∧ β1 ≥ 0, then we have F ≥ 1 on [0, 1) since every term in (2.10) is nonnegative for

x1 ∈ [0, 1), and the first term (n1 = 0) is 1. Now suppose α ∧ β1 < 0. Let n be the smallest
integer such that n+ (α ∧ β1) ≥ 0. We write Fj = F (α+ j, β1 + j, γ + j; ·). By (2.11),

F ′j =
(α+ j)(β1 + j)

γ + j
Fj+1, j ≥ 0. (2.21)

We claim that for any 0 ≤ j ≤ n − 1, α + j, β1 + j, γ + j satisfy the parameter assumption.
In fact, since α, β1, γ satisfy the parameter assumption, the only way that α + j, β1 + j, γ + j
could fail to satisfy the parameter assumption is that (γ+ j) ≤ (α+ j)+(β1 + j), which implies
that γ ≤ (α + β1) + j. Since j < n, by the definition of n, we have j < −(α ∧ β1). So we get
γ < (α + β1) − (α ∧ β1) = α ∨ β1, which contradicts that γ > α ∨ β1. By this claim and the
statement in the last paragraph, for each 0 ≤ j ≤ n− 1, Fj extends continuously to [0, 1], and
is positive at 0 and 1. Since α + n, β1 + n ≥ 0 and γ + n > 0, by (2.10) Fn > 0 on [0, 1). By
(2.21), Fn−1 is monotone on [0, 1]. Since Fn−1(1), Fn−1(0) > 0, in either case Fn−1 > 0 on [0, 1].
Then we may use the same argument to show that Fn−2 > 0 on [0, 1] (if n ≥ 2). Iterating the
argument, we get F = F0 > 0 on [0, 1].

Suppose m ≥ 2 and the lemma holds for m− 1. First assume that α ∧ β1 ≥ 0. By (2.12),

F (x) =
∞∑

n1=0

(α)n1(β1)n1

(γ)n1(1)n1

xn1
1 F (α+ n1, β2, . . . , βm, γ + n1;x2, . . . , xm). (2.22)
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Since for any n1 ≥ 0, α+n1, β2, . . . , βm, γ+n1 satisfy the parameter assumption, by induction
hypothesis, F (α + n1, β2, . . . , βm, γ + n1; ·) is positive on ∆m−1. Since α, β1 ≥ 0 and γ > 0,
every term in the series of (2.22) is nonnegative, and the first term (n1 = 0) is positive on ∆m.
Thus, F is positive on ∆m. Now we assume that α ∧ β1 < 0. Let n be the first integer such
that n+ (α ∧ β1) ≥ 0. For each j, let Fj = F (α+ j, β1 + j, β2, . . . , βm, γ + j; ·). By (2.11),

∂x1Fj =
(α+ j)(β1 + j)

γ + j
Fj+1, j ≥ 0. (2.23)

By (2.12) we get

Fn(x) =
∞∑

n1=0

(α+ n)n1(β1 + n)n1

(γ + n)n1(1)n1

xn1
1 F (α+ n+ n1, β2, . . . , βm, γ + n+ n1;x2, . . . , xm). (2.24)

Since α+n+n1, β2, . . . , βm, γ+n+n1 satisfy the parameter assumption, by induction hypotheses,
F (α+n+n1, β2, . . . , βm, γ+n+n1; ·) is positive on ∆m−1. Since α+n, β1 +n ≥ 0 and γ+n > 0,
every term in the series of (2.24) is nonnegative, and the first term is positive on ∆m. Thus,
Fn > 0 on ∆m. From (2.23) we then know that Fn−1 is monotone in x1 on ∆m. Now for every
fixed (x2, . . . , xm) ∈ ∆m−1, the x1 such that (x1, x2, . . . , xm) ∈ ∆m is [0, x2]. By (2.13,2.14),

Fj(0, x2, . . . , xm) = F (α+ j, β2, . . . , βm, γ + j;x2, . . . , xm),

Fj(x2, x2, . . . , xm) = F (α+ j, β1 + j + β2, β3 . . . , βm, γ + j;x2, . . . , xm).

Since α, β1, β2, . . . , βm, γ satisfy the parameter assumption, so do α+ j, β2, . . . , βm, γ+ j. Thus
by induction hypothesis, Fj(0, x2, . . . , xm) > 0 for (x2, . . . , xm) ∈ ∆m−1. We claim that for
any 0 ≤ j ≤ n − 1, α + j, β1 + j + β2, β3, . . . , βm, γ + j satisfy the parameter assumption.
This holds because the only way that they could fail to satisfy the parameter assumption is
γ + j ≤ (α + j) + (j +

∑m
s=1 βs), i.e., γ ≤ α +

∑m
s=1 βs + j. Since j < n, by the definition of

n, j < −(α ∧ β1). So γ < α +
∑m

s=1 βs − α ∧ β1 = α ∨ β1 +
∑m

s=2 βs, which contradicts that
γ > (

∑m
s=1 βs) ∨ (α+

∑m
s=2 βs). So the claim is proved, which implies by induction hypothesis

that Fj(x2, x2, . . . , xm) > 0 for (x2, . . . , xm) ∈ ∆m−1 and 0 ≤ j ≤ n−1. Since Fn−1 is monotone
in x1 on ∆m and is positive when x1 ∈ {0, x2}, we see that Fn−1 > 0 on ∆m. Applying the
same argument to Fn−1, we get Fn−2 > 0 on ∆m. Iterating, we get F = F0 > 0 on ∆m.

Lemma 2.15. If 0, β1, . . . , βm, γ satisfy the parameter assumption, and γ > α, then (i) F is
positive on ∆m; and (ii) F is monotone in xj on ∆m for every 1 ≤ j ≤ m.

Proof. (i) If α ≤ 0, then α, β1, . . . , βm, γ satisfy the parameter assumption, so by Lemma 2.14,
F > 0 on ∆m. Now suppose α > 0. Let Λ denote the set of all j such that βj > 0. Order
the elements in {1, . . . ,m} \ Λ by t1 < · · · < tk, where k = m − |Λ|. Since γ > α ∨ 0, and
βt1 , . . . , βtk ≤ 0, we see that for any n ≥ 0, α + n, βt1 , . . . , βtk , γ + n satisfy the parameter
assumption. So by Lemma 2.14, F (α+n, βt1 , . . . , βtk , γ+n; ·) > 0 on ∆k. Since α, γ, βj , j ∈ Λ,

are positive, for any n ∈ NΛ
,

(α)|n|
∏
j∈Λ(βj)nj

(γ)|n|
∏
j∈Λ(1)nj

> 0. By (2.12), F > 0 on ∆m.

(ii) By (2.11), ∂xjF =
αβj
γ F1, where F1 := F (α+1, β+ej , γ+1; ·). Note that α+1, β+ej , γ+1

satisfy the assumption of the lemma. By (i) F1 > 0 on ∆m. So the conclusion holds.

16



Theorem 2.16. If α, β1, . . . , βm, γ ∈ R satisfy the parameter assumption, then F extends to a
positive continuous function on ∆m = {(x1, . . . , xm) : 0 ≤ x1 ≤ · · · < xm ≤ 1}.

Proof. We prove the theorem by induction. If m = 1, then ∆1 = [0, 1]. The statement holds by

Lemma 2.14 and Gauss’s Theorem. Note that F (1) = Γ(γ)Γ(γ−α−β1)
Γ(γ−α)Γ(γ−β1) > 0. Now suppose m ≥ 2,

and the statement holds for m − 1. Let SL = {x ∈ ∆m : xm = xm−1} and SU = ∆m−1 × {1}.
We define PL and PU by

PL(x1, . . . , xm−1, xm) = (x1, . . . , xm−1, xm−1), PU (x1, . . . , xm−1, xm) = (x1, . . . , xm−1, 1).

Then for each x ∈ ∆m, PL(x) ∈ SL, PU (x) ∈ SU , and x ∈ [PL(x), PU (x)].
By (2.14) and induction hypothesis, F |SL extends to a positive continuous function on SL,

and we denote it by FL. Since γ > α + βm, by (2.15) and the induction hypothesis, F |SU
extends to a positive continuous function FU on SU .

Suppose (xn) is a sequence in ∆m with xn → x0 ∈ ∆m. To prove the existence of the
continuation of F on ∆m, we need to show that (F (xn)) converges. If x0

m−1 < 1, then this
is true since F extends continuously to [0, 1)m−1 × [0, 1] ⊃ ∆m ∪ SU 3 x0. Now suppose
x0
m−1 = 1. Then PU (xn), PL(xn) → x0. So we have F (PU (xn)) = FU (PU (xn)) → FU (x0) and
F (PL(xn)) = FL(PL(xn)) → FL(x0). By Lemma 2.15 (ii), F is monotone in xm on ∆m. So
F (xn) lies between F (PU (xn)) and F (PL(xn)). For the existence of the limit, it remains to
show that FU = FL on SU ∩ SL = ∆m−2 × {1} × {1}, which follows easily from (2.14,2.15).
Finally, since FU and FL are respectively positive on SU and SL, and F is monotone in xm, we
conclude that F is positive on ∆m.

3 Intermediate SLEκ(ρ) Processes

3.1 Forward curves

Fix κ ∈ (0, 8). Let m ∈ N, Nm = {n ∈ N : 1 ≤ n ≤ m}, and N∞m = Nm ∪ {∞}. Let ρj ∈ R,

j ∈ N∞m , satisfy that
∑

j∈N∞m ρj = 0, and for k ∈ Nm,
∑k

j=1 ρj > max{−2, κ2 − 4}. Let w ∈ R.

Let v1, . . . , vm, v∞ ∈ Rw ∪ {+∞,−∞} be such that either w− ≥ v1 ≥ · · · ≥ vm ≥ v∞ or
w+ ≤ v1 ≤ · · · ≤ vm ≤ v∞. Let ρ = (ρ1, . . . , ρm) and v = (v1, . . . , vm, v∞). We are going to
define an intermediate SLEκ(ρ) curve in H from w to ∞ with force points v. By symmetry, we
only need to deal with the case that w− ≥ v1 ≥ · · · ≥ vm ≥ v∞.

Let η be a chordal SLEκ(ρ, ρ∞) curve in H started from w ∈ R with force points v. Since∑k
j=1 ρj > −2 for 1 ≤ k ≤ m, and

∑
j∈N∞m ρj = 0 > −2, there is no continuation threshold

for η, so the lifetime of η is ∞, and η(t) → ∞ as t → ∞. Since
∑

j∈N∞m ρj = 0 > κ
2 − 4 and∑k

j=1 ρj >
κ
2 − 4 for 1 ≤ k ≤ m, η a.s. does not visit any of vj , j ∈ N∞m , which is different

from w− or −∞. Let (Kt) be the chordal Loewner hulls generated by η, let ŵ be the chordal
Loewner driving function for η, and let v̂j be the force point function started from vj , j ∈ N∞m .
Then v̂j(t) = gwKt(vj) (Definition 2.6), and ŵ ≥ v̂1 ≥ · · · v̂m ≥ v̂∞. Moreover, for some standard
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Brownian motion B, ŵ and v̂j satisfy the SDE:

dŵ(t) =
√
κdB(t) +

m∑
k=1

( ρk
ŵ(t)− v̂k(t)

− ρk
ŵ(t)− v̂∞(t)

)
dt, ŵ(0) = w; (3.1)

dv̂j(t) =
2

v̂j(t)− ŵ(t)
dt, v̂j(0) = vj , j ∈ N∞m . (3.2)

For j ∈ N∞m , let x̂j = ŵj − v̂j . Then 0 ≤ x̂1 ≤ · · · ≤ x̂m ≤ x̂∞. If vj = −∞, then x̂j ≡ +∞;
otherwise x̂j is finite and satisfies the SDE

dx̂j(t) =
√
κdB(t) +

m∑
k=1

( ρk
x̂k(t)

− ρk
x̂∞(t)

)
dt+

2

x̂j(t)
dt. (3.3)

For j ∈ N∞m , let Tj denote the first time that x̂j = 0. Then T1 ≤ · · · ≤ Tm ≤ T∞. In the case
that vj = w−, we have Tj = 0. Define continuous processes Ij , j ∈ Nm, on [0,∞] by

Ij(t) = exp
(∫ t

0
1{x̂j x̂∞ 6=0}(s)

( 2

x̂∞(s)2
− 2

x̂j(s)x̂∞(s)

)
ds
)
. (3.4)

Note that the set of t such that any x̂j(t) equals 0 has Lebesgue measure zero. Since 0 ≤ x̂j ≤
x̂∞, Ij is nonnegative and decreasing. Since x̂j = x̂∞ after T∞, Ij is constant on [T∞,∞]. If
vj = v∞, then x̂j ≡ x̂∞, and so Ij ≡ 1. If v∞ = −∞, then Ij ≡ 1 for all j. Now suppose
vj 6= v∞ and v∞ 6= −∞. For 0 ≤ t < T∞, we define Ωj(t) to be the union of H \Kt, (−∞, vj),
and the reflection of H \Kt about R. Then gt maps Ωj(t) conformally onto C \ [v̂j(t),∞), and
takes v∞ ∈ Ωj(t) to v̂∞(t). By chordal Loewner equation and (3.2),

dg′t(vj)

g′t(vj)
= − 2

x̂j(t)2
dt, j ∈ N∞m ;

d|v̂j(t)− v̂∞(t)|
|v̂j(t)− v̂∞(t)|

= − 2

x̂j(t)x̂∞(t)
dt, j ∈ Nm. (3.5)

So we get

Ij(t) =
|v̂j(t)− v̂∞(t)|
g′t(v∞)|vj − v∞|

=
crad

(4)
v∞(Ωj(t))

crad
(4)
v∞(Ωj(0))

, 0 ≤ t < T∞. (3.6)

Since dist(v∞, η) > 0, H \ η contains a connected component, denoted by D∞, whose boundary
contains v∞. For 1 ≤ j ≤ m, let Ωj(∞) denote the union of D∞, the reflection of D∞ about R,
and the real interval (η(T∞), vj) if T∞ < ∞ or (−∞, vj) if T∞ = ∞. Then Ωj(∞) is a simply
connected domain containing v∞. As t ↑ T∞, Ωj(t) → Ωj(∞) in the Carathéodory topology.

So crad
(4)
v∞(Ωj(t)) → crad

(4)
v∞(Ωj(∞)) ∈ (0,∞), which implies that Ij(T∞) = limt↑T∞ Ij(t) is a

finite positive number.
For j ∈ Nm, define Rj = x̂j/x̂∞ on [0, T∞), and Rj ≡ 1 on [T∞,∞]. Here if v∞ = −∞,

then Rj is understood as constant 0 if vj 6= −∞, and constant 1 if vj = −∞. Then 0 ≤ R1 ≤
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· · · ≤ Rm ≤ 1. If v∞ = w−, then T∞ = 0, and all Rj ≡ 1. Suppose now v∞ 6∈ {w−,−∞}. Then
T∞ > 0, and each Rj satisfies the following SDE up to T∞

dRj =
1−Rj
x̂∞

√
κdB +

1−Rj
x̂2
∞

[ 2

Rj
+ 2− κ+

m∑
k=1

ρk

( 1

Rk
− 1
)]
dt. (3.7)

Since ρ1 + · · · + ρm + ρ∞ = 0 > κ
2 − 4, either κ ∈ (0, 4], T∞ = ∞, and limt→T∞ η(t) = ∞; or

κ ∈ (4, 8), T∞ < ∞, and η(T∞) ∈ (−∞, v∞). Using the same extremal distance argument as
in the proof of Proposition 2.11 except with [v∞, vj ∧min(η([0, t]) ∩R)] in place of [v∞, vj ], we
get Rj(t) → 1 as t ↑ T∞. Thus, Rj is continuous on [0,∞]. Also note that in any case, (3.7)
holds throughout [0,∞) because of the factor 1−Rj on its RHS.

Define parameters

α = 1− 4

κ
, βj =

2ρj
κ
, j ∈ Nm, γ =

4

κ
+
∑
k∈Nm

βk, (3.8)

and F = F (α, β1, . . . , βk, γ; ·). Let R(t) = (R1(t), · · · , Rm(t)) ∈ ∆m, and

M(t) =
F (R(t))

F (R(0))

∏
j∈Nm

Ij(t)
αρj

2 , t ∈ [0,∞]. (3.9)

Lemma 3.1. M is a uniformly integrable positive continuous martingale.

Proof. It is easy to see that α, β1, . . . , βk, γ satisfy the parameter assumption in Definition 2.13.
By Theorem 2.16, F extends to a positive continuous function on ∆m. Since R is continuous
and takes values in ∆m, F (R) is positive and continuous. We also know that Ij , 1 ≤ j ≤ m,
are positive and continuous. So M is positive and continuous.

Now we prove the martingale property. If all vj ’s are equal to v∞, then all Rj ’s and Ij ’s are
constant 1, and so is M . If v∞ = −∞, then all Ij ’s are constant 1, and R is constant, and so M
is again constant 1. Now we suppose that not all vj , 1 ≤ j ≤ m, are equal to v∞, and v∞ 6= −∞.
Let m′ be the biggest j ≤ m such that vj 6= v∞. Then vj 6= v∞, 1 ≤ j ≤ m′, and vj = v∞,
m′ + 1 ≤ j ≤ m. So η is a chordal SLEκ(ρ1, . . . , ρm′ , ρ

′
∞) curve in H started from w with force

points v1, . . . , vm′ , v∞, where ρ′∞ = ρ∞ +
∑m

j=m′+1 ρj = −
∑m′

j=1 ρj . We have Ij = Rj = 1

for m′ + 1 ≤ j ≤ m. Let γ̃ = 4
κ +

∑m′

j=1 βj and F̃ = F (α, β1, . . . , βm′ , γ̃; ·). Then by (2.15),

F (x1, . . . , xm′ , 1, . . . , 1) equals a constant times F̃ (x1, . . . , xm′). Let R̃ = (R1, . . . , Rm′). Then

M(t) = F̃ (R̃(t))

F̃ (R̃(0))

∏m′

j=1 Ij(t)
αρj

2 , which is the M defined for the chordal SLEκ(ρ1, . . . , ρm′ , ρ
′
∞)

curve. So by replacing m by m′ we may assume below that vj 6= v∞ for all 1 ≤ j ≤ m.
Since R(t) ∈ [0, 1)m for t < T∞, from (2.18,2.20,3.4,3.7) and Itô’s formula, we see that

M(t) is a local martingale up to T∞. Here we used the fact that the set of t such that any
Rj(t) equals 0 has Lebesgue measure zero. Since M is constant on [T∞,∞], it is a local
martingale throughout [0,∞]. To show that M is uniformly integrable, it suffices to show
that sup0≤t<T∞M(t) is integrable. By Theorem 2.16, | log(F (R(t)))| is bounded by a constant
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depending only on κ and ρj ’s. So we only have to control the size of
∏m
j=1 I

αρj
2

j . From (3.6)
and (3.4), we easily get

Ik ≥ Ij ≥
|vk − v∞|
|vj − v∞|

Ik, on [0, T∞), 1 ≤ j ≤ k ≤ m. (3.10)

Let ρΣ =
∑m

j=1 ρj . By (3.10), it now suffices to show that sup0≤t<T∞ Im(t)
αρΣ

2 is integrable.

Since Im is decreasing, if αρΣ ≥ 0, then sup0≤t<T∞ Im(t)
αρΣ

2 is bounded by 1, and so is inte-

grable. Now we assume that αρΣ < 0. Then Im(t)
αρΣ

2 is increasing.
Let τn = T∞ ∧ inf{t ∈ [0, T∞) : M(t) ≥ n}, n ∈ N. Then (τn) is an increasing sequence of

stopping times tending to T∞, and for each n, M(t∧ τn) is a bounded martingale. By Optional

Stopping Theorem, E[M(τn)] = M(0) = 1. By Theorem 2.16 and (3.10), M(τn) � Im(τn)
αρΣ

2 ,

with the implicit constants depending only on κ, ρ1, . . . , ρm, v1, . . . , vm, v∞. Thus, E[Im(τn)
αρΣ

2 ]

is bounded by a constant. Since Im(t)
αρΣ

2 is increasing, and τn ↑ T∞, by monotone convergence

theorem, E[sup0≤t<T∞ Im(t)
αρΣ

2 ] <∞. So the proof is done.

By this lemma, we know that E[M(T∞)] = M(0) = 1. So we may define another probability
measure by weighting the law of η by M(T∞).

Definition 3.2. A (forward) intermediate SLEκ(ρ) (iSLEκ(ρ) for short) curve in H from w to
∞ with force points v is a random curve η, whose law is absolutely continuous w.r.t. that of
a chordal SLEκ(ρ, ρ∞) curve in H from w to ∞ with force points v, and the Radon-Nikodym
derivative is M(T∞). We extend the definition to general simply connected domains via con-
formal maps.

We now describe some properties of the iSLEκ(ρ) curve. Because of the absolute continuity,
it satisfies every almost sure property of the chordal SLEκ(ρ, ρ∞) curve. For example, it a.s.
ends at its target, and does not visit any of its force points not immediately next to any of
its endpoints. If κ ≤ 4, the curve is simple, does not visit the boundary arc between its two
endpoints which does not contain any force point, and does not visit the boundary arc between
its target point and its last force point which does not contain its initial point. In the case that
the domain is H, and the force points are on the left of the initial point w, these two boundary
arcs that will not be visited are (w,+∞) and (−∞, v∞).

There are some degenerate cases. If all vj ’s are equal to v∞, then since
∑m

j=1 ρj + ρ∞ = 0,
and M is constant 1, the iSLEκ(ρ) curve is just a chordal SLEκ curve in H from w to ∞. If
v∞ = −∞, then M is again constant 1, and the iSLEκ(ρ) curve is a chordal SLEκ(ρ) curve
with force points v1, . . . , vm. So Theorem 1.1 is a special case of Theorem 1.2.

Now we assume that not all vj ’s are equal to v∞, and v∞ 6= −∞. By merging force points
as we did in the proof of Theorem 3.1, we may assume that vj 6= v∞ for all j ∈ Nm. We
now derive a formula of M(T∞) in terms of conformal radius. Since Ωj(t) → Ωj(∞) in the

Carathéodory topology, by (3.6) we have Ij(t) → crad
(4)
v∞(Ωj(∞))/ crad

(4)
vj (Ωj(0)) as t ↑ T∞.
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Recall that Rj(t)→ 1 as t ↑ T∞. Let 1 = (1, . . . , 1) ∈ Rm. Then we get

M(T∞) =
F (1)

F (R(0))

∏
j∈Nm

(crad
(4)
v∞(Ωj(∞))

crad
(4)
v∞(Ωj(0))

) ρj(κ−4)

2κ
. (3.11)

3.2 Reversed curves

Let κ, ρ1, . . . , ρm, ρ∞, ρ be as in Section 3.1. Let wr ∈ R and vr1, . . . , v
r
m, v

r
∞ ∈ Rwr ∪{+∞,−∞}

be such that either (wr)+ ≤ vr∞ ≤ vrm ≤ · · · ≤ vr1 or (wr)− ≥ vr∞ ≥ vrm ≥ · · · ≥ vr1. Let
vr = (vr1, . . . , v

r
m, v

r
∞). We will define a reversed intermediate SLEκ(ρ) curve in H from wr to

∞ with force points vr. By symmetry, we only need to deal with the case that (wr)+ ≤ vr∞ <
vrm ≤ · · · ≤ vr1.

Let ρrj = −ρj , j ∈ N∞m , and ρr = (ρr1, . . . , ρ
r
m). Let ηr be a chordal SLEκ(ρr, ρr∞) curve in H

started from wr with force points vr. By the assumptions on ρj ’s, we have ρr∞ =
∑m

j=1 ρj > −2

and for any k ∈ Nm, ρr∞ +
∑m

j=k ρ
r
j =

∑k−1
j=1 ρj > −2. So there is no continuation threshold for

ηr. Thus, the lifetime of ηr is ∞, and ηr(t)→∞ as t→∞. Similarly, we have ρr∞ > κ
2 − 4 and

for any k ∈ Nm, ρr∞ +
∑m

j=k ρ
r
j >

κ
2 − 4. So ηr a.s. does not visit any of its force point other

than (wr)+ or +∞.
Let (Kr

t ) be the chordal Loewner hulls generated by ηr, let ŵr be the driving function, and
let v̂rj be the force point function started from vrj , j ∈ N∞m . Then v̂rj (t) = gw

r

Kr
t
(vrj ), ŵ

r ≤ v̂r∞ ≤
v̂rm ≤ · · · ≤ v̂r1, and for some standard Brownian motion Br, ŵr and v̂rj , j ∈ N∞m , satisfy the
SDE:

dŵr(t) =
√
κdBr(t) +

∑
k∈Nm

( ρrk
ŵr(t)− v̂rk(t)

−
ρrk

ŵr(t)− v̂r∞(t)

)
dt, ŵr(0) = wr; (3.12)

dv̂rj (t) =
2

v̂rj (t)− ŵr(t)
dt, v̂rj (0) = vrj , j ∈ N∞m . (3.13)

For j ∈ N∞m , let x̂rj = ŵrj − v̂rj . Then 0 ≥ x̂r∞ ≥ x̂rm ≥ · · · ≥ x̂r1, and each finite function x̂rj
(vrj 6= +∞) satisfies the SDE

dx̂rj(t) =
√
κdBr(t) +

∑
k∈Nm

( ρrk
x̂rk(t)

−
ρrk

x̂r∞(t)

)
dt+

2

x̂rj(t)
dt. (3.14)

For j ∈ N∞m , let T rj denote the first time that x̂rj = 0. Then T r∞ ≤ T rm ≤ · · · ≤ T r1 . Now
Equation (3.5) holds here with additional superscripts “r”.

Define Irj , j ∈ Nm, on [0,∞] by

Irj (t) = exp
(∫ t

0
1{x̂rj x̂r∞ 6=0}(s)

( 2

x̂rj(s)
2
− 2

x̂rj(s)x̂
r
∞(s)

)
ds
)
. (3.15)

Since x̂rj ≥ x̂r∞ ≥ 0, Irj is continuous and decreasing. Since x̂rj = x̂r∞ on [T rj ,∞), Irj takes
constant value on [T rj ,∞]. If vrj = vr∞, then v̂rj ≡ v̂r∞, and so Irj ≡ 1. If vrj = +∞, we also
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get Irj ≡ 1. Let Λ denote the set of j ∈ Nm such that +∞ > vrj > vr∞. By chordal Loewner
equation and (3.13), we find that, for j ∈ Λ, up to T rj ,

Irj (t) =
|v̂rj (t)− v̂r∞(t)|

(gKr
t
)′(vrj )|vrj − vr∞|

=
crad

(4)
vrj

(Ωr(t))

crad
(4)
vrj

(Ωr(0))
≥
|vrj − vr∞| ∧ dist(vrj , η

r([0, t]))

4|vrj − vr∞|
, (3.16)

where Ωr(t) is the union of H \Kr
t , the interval (vr∞ ∨max(Kr

t ∩ R),∞), and the reflection of
H \Kr

t about R. The second “=” follows from the fact that gKr
t

maps Ωr(t) conformally onto
C \ (−∞, v̂r∞(t)], and takes vrj to v̂rj (t); and the “≥” follows from Koebe’s 1/4 theorem. Since
Irj stays constant on [T rj ,∞], and ηr does not get closer to vrj after T rj , we get

1 = Irj (0) ≥ Irj (t) ≥ (1 ∧ (dist(vrj , η
r([0, t]))/|vrj − vr∞|))/4, t ∈ [0,∞], j ∈ Λ. (3.17)

Since Irj ≡ 1 for j ∈ Nm \ Λ, and dist(vrj , η
r) > 0, we get Irj > 0 on [0,∞] for all j ∈ Nm.

For 1 ≤ j ≤ m, define Rrj on [0,∞] such that Rrj = x̂r∞/x̂
r
j on [0, T rj ), and Rrj ≡ 1 on [T rj ,∞].

Here if vrj = vr∞ = +∞, then Rrj is understood as constant 1; and if vrj = +∞ > vr∞, then Rrj
is understood as constant 0. Then 0 ≤ Rr1 ≤ · · · ≤ Rrm ≤ 1. Let Rr = (Rr1, . . . , R

r
m) ∈ ∆m. If

vrj 6= +∞, Rrj satisfies the following SDE up to T rj :

dRrj =
Rrj(1−Rrj)

x̂r∞

√
κdBr +

Rrj(1−Rrj)
(x̂r∞)2

[
2 + (2− κ)Rrj +

m∑
k=1

ρk(1−Rrk)
]
dt. (3.18)

The same extremal distance argument as before shows that in the case that for j ∈ Λ, as t ↑ T rj ,
Rrj → 1. Thus, for all j ∈ Nm, Rrj is continuous on [0,∞]. Also note that in any case (3.18)
holds throughout [0,∞] because of the factor Rrj(1−Rrj) on the RHS.

Let F be the multiple hypergeometric function as in the last subsection. Define the M r on
[0,∞] by

M r(t) =
F (Rr(t))

F (Rr(0))

∏
j∈Nm

Irj (t)
αρj

2 =
F (Rr(t))

F (Rr(0))

∏
j∈Λ

Irj (t)
ρj(κ−4)

2κ . (3.19)

Lemma 3.3. M r is a positive continuous local martingale.

Proof. The continuity and positiveness of M follows from the continuity and positiveness of
F (Rr) and Irj , 1 ≤ j ≤ m. Here we use the continuity of Rr and the continuity and positiveness

of F on ∆m. Now we check the local martingale property of M r.
If vrj = vr∞, then Rrj is constant 1. If vrj = +∞ > vr∞, then Rrj is constant 0. Thus, if

Λ = ∅, then F (Rr) is constant, and so is M r. Suppose now Λ = {j ∈ Nm : m1 ≤ j ≤ m2} 6= ∅,
where m1 ≤ m2 ∈ Nm. By (2.13,2.15), F (0, . . . , 0, xm1 , . . . , xm2 , 1, . . . , 1) equals a constant
times F̃ (xm1 , . . . , xm2), where F̃ is the multiple hypergeometric function F (α, βm1 , . . . , βm2 , γ−∑m

k=m2+1 βk; ·). So M r(t) = F̃ (Rc(t)|Λ)

F̃ (Rc(0)|Λ)

∏
j∈Λ I

r
j (t)

αρj
2 .

For j ∈ Λ, we have Rcj(t) < 1 before T rm2
. By (2.19,2.20,3.15,3.18) and Itô’s formula, we

find that M r is a local martingale up to T rm2
. Conditionally on ŵr(t), t ≤ T rm2

, the process
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w̃ := ŵ(T rm2
+ ·) is the driving function of a chordal SLEκ(ρr, ρr∞) curve in H started from

ŵr(T rm2
) with force points v̂rj (T

r
m2

) and force point processes ṽrj := v̂rj (T
r
m2

+ ·), j ∈ N∞m . If

we define M̃ r for this process, then from what we have proved, M̃ r is a local martingale up
to the first time that any force point v̂rj (T

r
m2

), which lies strictly between ŵr(T rm2
) and +∞, is

separated from ∞. Moreover, M̃ r = M r(T rm2
+ ·)/M r(T rm2

). So M r is a local martingale at
least up to T rm2−1. Repeating this argument, we conclude that M r is a local martingale up to
T r1 . Since every Rrj is constant 1 on [T r1 ,∞], and every Irj ’s takes (random) constant value on
[T r1 ,∞], so does M r. Thus, M r is a local martingale throughout [0,∞].

Definition 3.4. A reversed intermediate SLEκ(ρ) (iSLErκ(ρ) for short) curve in H from wr

to ∞ with force points vr is a random curve, whose law is obtained by locally weighting the
law of a chordal SLEκ(ρr, ρr∞) curve in H started from wr with force points vr by the positive
continuous local martingale M r (which is then a supermartingale) as in Lemma A.1. We extend
the definition to general simply connected domains via conformal maps.

Remark 3.5. By Lemma A.1, the law of the iSLErκ(ρ) curve is absolutely continuous w.r.t. the
chordal SLEκ(ρr, ρr∞) curve if and only if M r is uniformly integrable w.r.t. the latter law, and
then the Radon-Nikodym derivative is M r(∞). We will see that this holds if κ and ρ1, . . . , ρm
satisfies Condition (I) or (II) in Theorem 1.1.

We now describe some properties of the iSLErκ(ρ) curve. Because of the local absolute
continuity, it satisfies every local almost sure property of the chordal SLEκ(ρr, ρr∞) curve.
For example, before the end of its lifetime, it a.s. does not visit any of its force points not
immediately next to its initial point. If κ ≤ 4, then the curve is simple. If, in addition, its law
is (globally) absolutely continuous w.r.t. that of the chordal SLEκ(ρr, ρr∞) curve, then it a.s.
do not accumulate at any of its force points not immediately next to any of its endpoints. The
following lemma provides us the converse statement.

Lemma 3.6. Let Pr denote the law of an iSLE r
κ(ρ) curve in H from wr to ∞ with force points

vr. Let Pc denote the law of a chordal SLEκ(ρr, ρr∞) curve in H started from wr with force
points vr. Let Fr be the filtration. Let S = {vj : j ∈ Λ}. Then we have the following.

(i) Let τ be an Fr-stopping time such that dist(η([0, τ)), S) is bounded from below by a positive
constant, then M r(· ∧ τ) is uniformly bounded. If Pc is supported by the space of curves
whose lifetimes are strictly greater than τ , then so is Pr.

(ii) Pr restricted to the event {dist(η, S) > 0} is absolutely continuous w.r.t. Pc.

(iii) If Pr is supported by {dist(η, S) > 0}, then Pr � Pc.

(iv) Pr is supported by the set of curves that have zero spherical distance from S ∪ {∞}.

Here we use the convention that if S = ∅, then dist(η, ∅) =∞.
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Proof. (i) By (3.19,3.17) and the fact that F is continuous and positive on the compact set ∆m,
M r(· ∧ τ) is uniformly bounded. If Pc[TΣ > τ ] = 1, then by Lemma A.1 (iii), Pr[TΣ > τ ] =
Ec[1{τ<∞}M r(τ)] = Ec[M r(τ)] = M r(0) = 1.

(ii) For each n ∈ N, let τn be the first t such that dist(η([0, t]), S) ≤ 1/n, which satisfies the
assumption in (i). By (i) and Lemma A.1 (iv), Pr restricted to Frτn is absolutely continuous
w.r.t. Pc restricted to Frτn . Since Frτn agrees with Fr∞ on the event {τn = ∞}, the restriction
of Pr to {τn =∞} is absolutely continuous w.r.t. Pc. Since {dist(η, S) > 0} =

⋃
n∈N{τn =∞},

we get (ii). Finally, (iii) and (iv) follow immediately from (ii) and the fact that Pc is supported
by the curves that end at ∞.

Remark 3.7. In the case that m = 1, the iSLEκ(ρ) and iSLErκ(ρ) curves both agree with the
intermediate SLEκ(ρ) curve defined in [21]. So Theorems 1.1 and 1.2 extend the reversibility
results there. For m ≥ 2, an iSLErκ(ρ) curve is in general different from an iSLEκ(ρ) curve.

3.3 Driving functions

Define Gj , 1 ≤ j ≤ m, on ∆m by

Gj(x) = 1{xj 6=1}xj ·
∂xjF (x)

F (x)
. (3.20)

We know that ∂xjF is well defined on (−1, 1)m. Since by (2.15), F (x1, . . . , xm′ , 1, . . . , 1) equals
some constant times F (α1, β1, . . . , βm′ , γ −

∑m
k=m′+1 βk;x1, . . . , xm′), ∂xjF is also well defined

on ∆m ∩{x ∈ Rm : xj < 1}. Since F is positive on ∆m, Gj is well defined on ∆m. By Girsanov
Theorem we see that the driving function ŵ for the iSLEκ(ρ) curve in H from w to ∞ with
force points v1, . . . , vm, v∞, which generates chordal Loewner hulls (Kt), satisfies the SDE

dŵ(t) =
√
κdB(t) +

m∑
j=1

( 1

ŵ(t)− v̂j(t)
− 1

ŵ(t)− v̂∞(t)

)
[ρj + κGj(R(t))]dt, (3.21)

where B is a standard Brownian motion; v̂j(t) = gwKt(vj), j ∈ N∞m ; R = (R1, . . . , Rm); and

Rj(t) =
ŵ(t)−v̂j(t)
ŵ(t)−v̂∞(t) before the first time that ŵ(t) = v̂∞(t), and equals 1 after that time.

Similarly, the driving function ŵr for an iSLErκ(ρ) curve in H from wr to∞ with force points
vr1, . . . , v

r
m, v

r
∞, which generates chordal Loewner hulls (Kr

t ), satisfies the SDE

dŵr(t) =
√
κdBr(t)−

m∑
j=1

( 1

ŵr(t)− v̂rj (t)
− 1

ŵr(t)− v̂r∞(t)

)
[ρj + κGj(R

r(t))]dt, (3.22)

where Br is a standard Brownian motion, v̂rj (t) = gw
r

Kr
t
(vrj ), j ∈ N∞m ; Rr = (Rr1, . . . , R

r
m); and

Rrj(t) = ŵr(t)−v̂r∞(t)
ŵr(t)−v̂rj (t) before the first time that ŵr(t) = v̂r∞(t), and equals 1 after that time.
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From the SDEs for driving functions, we see that both iSLEκ(ρ) and iSLErκ(ρ) processes
satisfy DMP. We now provide a proof for the DMP of iSLEκ(ρ). Suppose by symmetry that
v̂j ≤ ŵ for all j. We claim that, for any j ∈ N∞m and τ, t ≥ 0,

v̂j(τ + t) =

{
g
ŵ(τ)
Kτ+t/Kτ

(v̂j(τ)), if v̂j(τ) < ŵ(τ);

g
ŵ(τ)
Kτ+t/Kτ

(ŵ(τ)−), if v̂j(τ) = ŵ(τ).
(3.23)

If τ · t = 0, the statement is trivial. Suppose now τ, t > 0. Let ṽj(τ + t) denote the RHS of

(3.23). Since ŵ(τ) ∈ Kτ+t/Kτ and ŵ(τ) ≥ cKτ , we see that gKτ+t/Kτ maps C\((Kτ+t/Kτ )doub∪
[v̂j(τ),∞)) conformally onto C \ [ṽj(τ + t),∞). By the definition of v̂j , gKτ+t and gKτ maps
C \ (Kdoub

τ+t ∪ [vj ,∞)) conformally onto C \ [v̂j(τ + t),∞) and C \ ((Kτ+t/Kτ )doub ∪ [v̂j(τ),∞)),
respectively. Thus, gKτ+t/Kτ maps C\((Kτ+t/Kτ )doub∪ [v̂j(τ),∞)) conformally onto C\ [v̂j(τ+
t),∞). So we have ṽj(τ + t) = v̂j(τ + t), as desired.

Suppose now τ is an F-stopping time. On the event τ <∞, define Bτ (t) = B(τ+ t)−B(τ),
ŵτ = ŵ(τ + ·), and v̂τj = v̂j(τ + ·), j ∈ N∞m . Then Bτ is a Brownian motion conditionally on
Fτ and the event {τ < ∞}; and ŵτ , v̂τj , j ∈ N∞m , and Bτ solve (3.21). The chordal Loewner

hulls generated by ŵτ are Kτ
t := Kτ+t/Kτ , t ≥ 0. By (3.23), v̂τj (t) = g

ŵ(τ)
Kτ (v̂τj (0)), where

v̂τj (0) = v̂j(τ) is understood as ŵ(τ)− if v̂j(τ) = ŵ(τ). Thus, ŵτ generates a chordal Loewner
curve ητ , whose law conditional on Fτ is an iSLEκ(ρ) curve in H from ŵ(τ) to ∞ with force
points v̂j(τ), j ∈ N∞m , where if any v̂j(τ) equals to ŵ(τ), then as a force point it is treated
as ŵ(τ)−. Since g−1

Kτ
maps H conformally onto H \ Kτ , and maps ŵ(τ) to η(τ), and ητ (t) to

η(τ + ·), the conditional law of η(τ + ·) given Fτ and the event {τ <∞} is an iSLEκ(ρ) curve in
H \Kτ from η(τ) to∞ with force points min({vj}∪ η([0, τ ])∩R), j ∈ N∞m . A similar statement
with max in place of min holds if v̂j ≥ ŵ for all j.

At the end of this subsection, we describe the driving function for a forward or reversed
intermediate SLEκ(ρ) curves in H when the target is not ∞. Let κ, ρj and ρrj , j ∈ N∞m , ρ and

ρr be as before. Let w− < w+ ∈ R. Let v∞ ≤ vm ≤ · · · ≤ v1 ∈ {w+
−, w

−
+} ∪ (w−, w+), and

v = (v1, . . . , vm, v∞). Let η be an iSLEκ(ρ) curve in H from w+ to w− with force points v.
Then the part of η up to the first time that it separates w− from ∞ is a chordal Loewner curve
with some speed. After normalization, we make this part of η a chordal Loewner curve (with
speed 1), and call it an iSLEκ(ρ) curve in H under chordal coordinate from w+ to w− with force
points v. We similarly define an iSLErκ(ρ) curve in H under chordal coordinate from w− to w+

with force points v. Following the argument in [16] we obtain the proposition below. We leave
the proof to the interested reader.

Proposition 3.8. (i) The driving process ŵ+ of an iSLEκ(ρ) curve in H under chordal coor-
dinate from w+ to w− with force points v, which generates chordal Loewner hulls (K+(t)),
satisfies the SDE

dŵ+ =
√
κdB+ +

κ− 6

ŵ+ − ŵ+
−
dt+

m∑
j=1

( 1

ŵ+ − v̂+
j

− 1

ŵ+ − v̂+
∞

)
[ρj + κGj(R

+)]dt, (3.24)
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where B+ is a standard Brownian motion; ŵ+
−(t) = g

w+

K+(t)(w−) and v̂+
j (t) = g

w+

K+(t)(vj),

j ∈ N∞m ; R+ = (R+
1 , . . . , R

+
m), and R+

j =
ŵ+−v̂+

j

ŵ+−v̂+
∞
· ŵ

+
−−v̂

+
∞

ŵ+
−−v̂

+
j

before the first time that the

denominator vanishes, and equals 1 after that time.

(ii) The driving process ŵ− of an iSLE r
κ(ρ) curve in H under chordal coordinate from w− to

w+ with force points v, which generates chordal Loewner hulls (K−(t)), satisfies the SDE

dŵ− =
√
κdB− +

κ− 6

ŵ− − ŵ−+
dt−

m∑
j=1

( 1

ŵ− − v̂−j
− 1

ŵ− − v̂−∞

)
[ρj + κGj(R

−)]dt, (3.25)

where B− is a standard Brownian motion; ŵ−+(t) = g
w−
K−(t)(w+) and v̂−j (t) = g

w−
K−(t)(vj),

j ∈ N∞m ; R− = (R−1 , . . . , R
−
m), and R−j = ŵ−−v̂−∞

ŵ−−v̂−j
· ŵ
−
+−v̂

−
j

ŵ+
−−v̂∞

before the first time that the

denominator vanishes, and equals 1 after that time.

4 Commutation Coupling

We are going to construct a commutation coupling of an iSLEκ(ρ) curve with an iSLErκ(ρ) curve
in the sense of [2]. More specifically, we will prove the following theorem.

Theorem 4.1. Let κ ∈ (0, 8). Let ρ1, . . . , ρm, ρ∞ ∈ R satisfies that
∑k

j=1 ρj > (−2) ∨ (κ2 − 4)
for any k ∈ Nm, and

∑
j∈N∞m ρj = 0. Let w+ > w− ∈ R. Let v1 > · · · > vm > v∞ ∈

(w−, w+) ∪ {w+
−, w

−
+}. Let ρ = (ρ1, . . . , ρm) and v = (v1, . . . , vm, v∞). Then there are a pair of

random curves η+(t+), 0 ≤ t+ < T+, and η−(t−), 0 ≤ t− < T−, defined on the same probability
space such that η+ is an iSLEκ(ρ) curve in H under chordal coordinate from w+ to w− with
force points v, η− is an iSLE r

κ(ρ) curve in H under chordal coordinate from w− to w+ with
force points v, and they commute with each other in the following sense. Let F± and K±(·) be
the filtration and chordal Loewner hulls, respectively, generated by η±.

(i) If τ− is an F−-stopping time, then conditionally on F−τ− and the event that τ− < T−, up to
a time-change, the law of η+ up to the time that it hits η−([0, τ−]) is that of an iSLEκ(ρ)
curve in H\K−(τ−) from w+ to η−(τ−) with force points vj∨max(η−([0, τ−])∩R), j ∈ N∞m ,
up to the time that it hits η−([0, τ−]) or separates η−([0, τ−]) from ∞.

(ii) If τ+ is an F+-stopping time, then conditionally on F+
τ+ and the event that τ+ < T+, up to

a time-change, the law of η− up to the time that it hits η+([0, τ+]) is that of an iSLE r
κ(ρ)

curve in H\K+(τ+) from w− to η+(τ+) with force points vj∧min(η+([0, τ+])∩R), j ∈ N∞m ,
up to the time that it hits η+([0, τ+]) or separates η+([0, τ+]) from ∞.

Let P± denote the marginal law of η± in the theorem. We call the joint law of η+ and η− a
(global) commutation coupling of P+ and P−. We now introduce local commutation couplings.
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For σ ∈ {+,−}, let Ξσ denote the space of crosscuts ξ in H, which have positive distance
from {w+, w−}, and separate wσ from both ∞ and w−σ. So for each ξ ∈ Ξσ, Hull(ξ) contains a
neighborhood of wσ in H, and does not have w−σ on its closure. Let Ξ be the set of (ξ+, ξ−) ∈
Ξ+×Ξ− such that Hull(ξ+)∩Hull(ξ−) = ∅. For each σ ∈ {+,−} and ξ ∈ Ξσ, let τσξ denote the

first t such that ησ(t) ∈ ξ. If such t does not exist, then we set τσξ = Tσ.
For (ξ+, ξ−) ∈ Ξ, a coupling of a curve η+ with law P+ and a curve η− with law P− is called

a locally commutation coupling within (ξ+, ξ−) if Theorem 4.1 (i) holds up to τ+
ξ+

with the

additional assumption that τ− ≤ τ−ξ− , and Theorem 4.1 (ii) holds up to τ−ξ− with the additional

assumption that τ+ ≤ τ+
ξ+

.
This section is devoted to the proof of this theorem. The construction of the coupling follows

the procedure in [23, 22]. We first study how two deterministic/random chordal Loewner curves
interact with each other. Then use that to construct local commutation couplings, and finally
extend the local couplings to a global commutation coupling.

4.1 Deterministic ensemble

Let w+, w− and vj , j ∈ N∞m , be as in Theorem 4.1. Let η+(t), 0 ≤ t < T+, and η−(t),
0 ≤ t < T−, be two chordal Loewner curves in H with η±(0) = w±, which respectively generate
chordal Loewner hulls (K+(t)) and (K−(t)). Suppose further that for σ ∈ {+,−}, ησ does not
visit {vj : j ∈ N∞m} \ {w−+, w+

−}, w−σ 6∈ Kσ(t) for 0 ≤ t < Tσ, and that the Lebesgue measure
of ησ ∩R is zero. We remark here that these properties are almost surely satisfied if ησ follows
the law Pσ. Let ŵ+ and ŵ− be their driving functions. Then ŵ±(0) = w±, and we have chordal
Loewner equations:

∂tgK±(t)(z) =
2

gK±(t)(z)− ŵ±(t)
, gK±(0)(z) = z. (4.1)

Let
D = {(t+, t−) ∈ [0, T+)× [0, T−) : K+(t+) ∩K−(t−) = ∅}. (4.2)

For σ ∈ {+,−}, let TDσ : [0, T−σ) → (0, Tσ] be such that TDσ (t−σ) is the supremum of tσ such
that (t+, t−) ∈ D. For a function X defined on D and s ∈ [0, T+) (resp. [0, T−)), we use
X|+s (resp. X|−s ) to denote the function obtained from X by restricting the first (resp. second)
variable to be s. For example, X|−s is the function t 7→ X(t, s) with definition domain [0, TD+ (s)).
We also view X|±0 as functions defined on D. For example, X|+0 (t+, t−) = X(0, t−).

For each (t+, t−) ∈ D, we define K(t+, t−) = K+(t+) ∪K−(t−), which is an H-hull, and

Kσ,t−σ(tσ) = K(t+, t−)/K−σ(t−σ) = gK−σ(t−σ)(Kσ(tσ)), σ ∈ {+,−}.

Then we have
gK+,t− (t+) ◦ gK−(t−) = gK(t+,t−) = gK−,t+ (t−) ◦ gK+(t+). (4.3)

Let ησ,t−σ(tσ) = gK−σ(t−σ)(ησ(tσ)). Then (Kσ,t−σ(tσ)) are the chordal Loewner hulls generated
by ησ,t−σ , σ ∈ {+,−}.
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Fix σ 6= ν ∈ {+,−} and tν ∈ [0, Tν). Let mσ,tν (tσ) = hcap2(Kσ,tν (tσ)). Since gKν(tν) maps

H \ Kν(tν) conformally onto H, by Proposition 2.8, ησ,tν (tσ), 0 ≤ tσ < TDσ (tν), is a chordal
Loewner curve with speed dmσ,tν . For t′σ > tσ ∈ [0, TDσ (tν)), by (4.3) we have

Kσ,tν (t′σ)/Kσ,tν (tσ) = gKσ,tν (tσ)(Kσ,tν (t′σ) \Kσ,tν (tσ)) = gKσ,tν (tσ) ◦ gKν(tν)(Kσ(t′σ) \Kσ(tσ))

= gKν,tσ (tν) ◦ gKσ(tσ)(Kσ(t′σ) \Kσ(tσ)) = gKν,tσ (tν)(Kσ(t′σ)/Kσ(tσ)).

By Proposition 2.8,
⋂
t′σ :t′σ>tσ

Kσ(t′σ)/Kσ(tσ) = {ŵσ(tσ)}. Thus, the chordal Loewner driving
function with speed dmσ,tν for ησ,tν is

Wσ(t+, t−) := gKν,tσ (ŵσ(tσ)), 0 ≤ tσ < TDσ (tν). (4.4)

Note that Wσ|ν0 = ŵσ. Since hcap2(Kσ(t′σ)/Kσ(tσ)) = t′σ−tσ, and hcap2(Kσ,tν (t′σ)/Kσ,tν (tσ)) =
mσ,tν (t′σ)−mσ,tν (tσ), by sending t′σ → t+σ , we use Proposition 2.5 to conclude that mσ,tν has a
right-hand derivative at tσ, which is equal to g′Kν,tσ (ŵσ(tσ))2. Since gKν,tσ and ŵσ are continuous
in tσ, the right-hand derivatives are actually two-sided derivatives. We now define

Aσ,n(t+, t−) = g
(n)
Kν,tσ

(ŵσ(tσ)), n = 1, 2, 3; Aσ,S =
Aσ,3
Aσ,1

− 3

2

(Aσ,2
Aσ,1

)2
, (4.5)

where the superscript (n) stands for n-th derivative. So Aσ,S(t+, t−) is the Schwarzian derivative
of gKν,tσ at ŵσ(tσ). Then we get

∂tσgKσ,tν (tσ)(z) =
2Aσ,1(t+, t−)2

gKσ,tν (tσ)(z)−Wσ(t+, t−)
; (4.6)

Let Xσ,ν = Wσ −Wν and XA:
σ,ν = Aσ,1/Xσ,ν . Setting z = ŵν(tν) in (4.6), and using (4.4), we

get
∂tσWν = −2A2

σ,1/Xσ,ν = −2Aσ,1X
A:
σ,ν . (4.7)

Differentiating (4.6) w.r.t. z, we get

∂tσ log(g′Kσ,tν (tσ)(z)) =
∂tσg

′
Kσ,tν (tσ)(z)

g′Kσ,tν (tσ)(z)
= − 2Aσ,1(t+, t−)2

(gKσ,tν (tσ)(z)−Wσ(t+, t−))2
. (4.8)

Setting z = ŵν(tν) in (4.8), we get by (4.4,4.5)

∂tσAν,1/Aν,1 = −2(XA:
σ,ν)2. (4.9)

Differentiating (4.8) further w.r.t. z twice and setting z = ŵν(tν), we get by (4.4,4.5)

∂tσAν,S = −12(XA:
σ,ν)2(XA:

ν,σ)2. (4.10)

Define IS on D by

IS(t+, t−) = exp
(
− 12

∫ t+

0

∫ t−

0
XA:
σ,ν(s+, s−)2XA:

ν,σ(s+, s−)2ds−ds+

)
. (4.11)
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By (4.10) and that Aσ,S |ν0 ≡ 1 we get

∂tσIS/IS = Aσ,S . (4.12)

Differentiating (4.3) w.r.t. tσ, using (4.1,4.6,4.4,4.5) and setting ζ = gKσ(tσ)(z), we get

∂tσgKν,tσ (tν)(ζ) =
2g′Kν,tσ (tν)(ζ)

ζ − ŵσ(tσ)
−

2g′Kν,tσ (tν)(ŵσ(tσ))2

gKν,tσ (tν)(ζ)− gKν,tσ (tν)(ŵσ(tσ))
. (4.13)

Differentiating the above formula w.r.t. ζ, we get

∂tσg
′
Kν,tσ (tν)(ζ) =

2g′′Kν,tσ (tν)(ζ)

ζ − ŵσ(tσ)
−

2g′Kν,tσ (tν)(ζ)

(ζ − ŵσ(tσ))2
+

2g′Kν,tσ (tν)(ŵσ(tσ))2g′Kν,tσ (tν)(ζ)

(gKν,tσ (tν)(ζ)− gKν,tσ (tν)(ŵσ(tσ)))2
. (4.14)

Sending ζ → ŵσ(tσ) in (4.13) and (4.14) respectively, we get

∂tσgKν,tσ (tν)(ζ)|ζ=ŵσ(tσ) = −3Aσ,2(t+, t−); (4.15)

∂tσg
′
Kν,tσ (tν)(ζ)

g′Kν,tσ (tν)(ζ)

∣∣∣
ζ=ŵσ(tσ)

=
1

2

(Aσ,2(t+, t−)

Aσ,1(t+, t−)

)2
− 4

3

Aσ,3(t+, t−)

Aσ,1(t+, t−)
. (4.16)

Recall the gwK in Definition 2.6. For j ∈ N∞m and σ ∈ {+,−}, we call v̂σj (tσ) := gwσKσ(tσ)(vj),
0 ≤ tσ < Tσ, the force point process started from vj driven by ησ. We are going to define the
force point process started from vj jointly driven by η+ and η−, which is a function Vj defined
on D. We need the following proposition.

Proposition 4.2. For any (t+, t−) ∈ D and v ∈ (w−, w+) ∪ {w+
−, w

−
+},

g
η+,t− (0)

K+,t− (t+) ◦ g
η−(0)
K−(t−)(v) = g

η−,t+ (0)

K−,t+ (t−) ◦ g
η+(0)
K+(t+)(v). (4.17)

Proof. Suppose v ∈ (w−, w+) ∪ {w+
−, w

−
+}. Since K+(t+) ∩K−(t−) = ∅, there are three cases.

Case 1. v 6∈ K+(t+) ∪K−(t−). In this case, g
η−(0)
K−(t−)(v) = gK−(t−)(v), which is not contained

in the closure of gK−(t−)(K+(t+)) = K+,t−(t+), and so g
η+,t− (0)

K+,t− (t+) ◦ g
η−(0)
K−(t−)(v) = gK+,t− (t+) ◦

gK−(t−)(v). Symmetrically, the RHS equals gK−,t+ (t−) ◦ gK+(t+)(v). So we get (4.17) by (4.3).

Case 2. v ∈ K+(t+). Then g
η+(0)
K+(t+)(v) = cK+(t+). Since K+(t+)∩K−(t−) = ∅, [cK+(t+), dK+(t+)]

is disjoint from the closure of gK+(t+)(K−(t−)) = K−,t+(t−). Thus,

g
η−,t+ (0)

K−,t+ (t−) ◦ g
η+(0)
K+(t+)(v) = gK−,t+ (t−)(cK+(t+)) = lim

x↑aK+(t+)

gK−,t+ (t−) ◦ gK+(t+)(x).

On the other hand, since v 6∈ K−(t−), g
η−(0)
K−(t−)(v) = gK−(t−)(v), which is contained in the closure

of gK−(t−)(K+(t+)) = K+,t−(t+), and is less than gK−(t−)(w+) = η+,t−(0). Thus,

g
η+,t− (0)

K+,t− (t+) ◦ g
η−(0)
K−(t−)(v) = cK+,t− (t+) = lim

y↑aK+,t− (t+)

gK+,t− (t+)(y)
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= lim
x↑aK+(t+)

gK+,t− (t+) ◦ gK−(t−)(x),

where we used gK−(t−)(aK+(t+)) = aK+,t− (t+). Combining the above two displayed formulas

with (4.3), we get (4.17) in Case 2. The last case, i.e., v ∈ K2(t2), is symmetric.

Because of the proposition, we define g
(w+,w−)
K(t+,t−) on (w−, w+) ∪ {w+

−, w
−
+} by

g
(w+,w−)
K(t+,t−) = g

η+,t− (0)

K+,t− (t+) ◦ g
η−(0)
K−(t−) = g

η−,t+ (0)

K−,t+ (t−) ◦ g
η+(0)
K+(t+), (t+, t−) ∈ D. (4.18)

By Remark (2.7), g
(w+,w−)
K(t+,t−) is nondecreasing and a contraction for any (t+, t−) ∈ D. We now

define Vj on D, j ∈ N∞m , by Vj(t+, t−) = g
(w+,w−)
K(t+,t−)(vj). Then W− ≤ V∞ ≤ Vm ≤ · · · ≤ V1 ≤W+.

Let σ 6= ν ∈ {+,−} be fixed as before. Then

v̂νj = Vj |σ0 , Vj(t+, t−) = gKσ,tν (tσ)(v̂
ν
j (tν)) (4.19)

Let Xσ,j = Wσ−Vj and Xj,k = Vj−Vk. Let XA:
σ,j = 1{Xσ,j 6=0}Aσ,1/Xσ,j . Since the Lebesuge

measure of ησ ∩ R is zero, the Lebesgue measure of ησ,τν ∩ R is also zero. By Proposition 2.10
and (4.18,4.19), for any tν ∈ [0, Tν), Vj |νtν is absolutely continuous with

∂tσVj = −2A2
σ,1/Xσ,j = −2Aσ,1X

A:
σ,j a.e. (4.20)

Combining (4.7) and (4.20), we get

∂tσXν,j = −2Xν,jX
A:
σ,νX

A:
σ,j , ∂tσXj,k = −2Xj,kX

A:
σ,jX

A:
σ,k, a.e. (4.21)

Define Yν,j on D by

Yν,j(t+, t−) =

{
Xν,j(t+, t−)/Xν,j |σ0 (tν), if ŵν(tν) 6= v̂νj (tν);

g′Kσ,tν (tσ)(ŵν(tν)) = Aν,1(t+, t−), if ŵν(tν) = v̂νj (tν).
(4.22)

Recall that ŵν(tν) = Wν |σ0 (tν) 6∈ Kσ,tν (tσ). By (4.4,4.19), Yν,j is well defined, continuous, and
positive on D. By (4.9,4.21),

∂tσYν,j/Yν,j = −2XA:
σ,νX

A:
σ,j a.e. (4.23)

We then define Eν,j on D by Eν,j =
Yν,j
Yν,j |ν0

. Let XA:0
σ,ν = XA:

σ,ν |ν0 and XA:0
σ,j = XA:

σ,j |ν0 . By (4.23),

∂tσEν,j/Eν,j = −2XA:
σ,νX

A:
σ,j + 2XA:0

σ,ν X
A:0
σ,j , a.e. (4.24)

If {vj , vk} 6⊂ Kν(tν), then {v̂σj (tσ), v̂σk (tσ)} 6⊂ Kν,tσ(tν), and we define Y σ
j,k on D by

Y σ
j,k(t+, t−) =

{
Xj,k(t+, t−)/Xj,k|ν0(tσ), if v̂σj (tσ) 6= v̂σk (tσ);

g′Kν,tσ (tν)(v̂
σ
j (tσ)), if v̂σj (tσ) = v̂σk (tσ).

(4.25)
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By (4.19), Y σ
j,k is well defined, continuous, and positive on the set of (t+, t−) ∈ D such that

{vj , vk} 6⊂ Kν(tν). By (4.21)

∂tσY
ν
j,k/Y

ν
j,k = −2XA:

σ,jX
A:
σ,k a.e.; ∂tσY

σ
j,k/Y

σ
j,k = −2XA:

σ,jX
A:
σ,k + 2XA:0

σ,j X
A:0
σ,k a.e. (4.26)

We then define Ej,k on D by

Ej,k(t+, t−) =

{
Y +
j,k(t+, t−)/Y +

j,k(0, t−), if {vj , vk} 6⊂ K−(t−);

Y −j,k(t+, t−)/Y −j,k(t+, 0), if {vj , vk} 6⊂ K+(t+).
(4.27)

The Ej,k is well defined because if {vj , vk} 6⊂ K+(t+) and {vj , vk} 6⊂ K−(t−) both hold, then

if vj 6= vk, both lines of the RHS of (4.27) equal
Xj,k(t+,t−)Xj,k(0,0)
Xj,k(t+,0)Xj,k(0,t−) , and if vj = vk, both lines

equal
g′
K(t+,t−)

(vj)

g′
K+(t+)

(vj)g′K−(t−)
(vj)

. Moreover, Ej,k is positive and continuous on D because both Y +
j,k

and Y −j,k are positive and continuous on their respective domains. By (4.26), we have

∂tσEj,k/Ej,k = −2XA:
σ,jX

A:
σ,k + 2XA:0

σ,j X
A:0
σ,k a.e. (4.28)

Proposition 4.3. Let (ξ+, ξ−) ∈ Ξ. There is C ∈ (1,∞) depending only on ξ+, ξ− such that
the restrictions of Aσ,1, X+,−, IS, Eσ,j, and Ej,k, σ ∈ {+,−}, j, k ∈ N∞m , to [0, τ+

ξ+
)× [0, τ−ξ−),

are all bounded from above by C and from below by 1/C.

Proof. Throughout the proof, a constant is a number depending only on ξ+, ξ−. By symmetry,
assume that σ = +. Fix (t+, t−) ∈ [0, τ+

ξ+
)× [0, τ−ξ−). Let x± be the endpoint of ξ± that lies on

(w−, w+), and x0 = (x+ +x−)/2. Since K(t+, t−) ⊂ Hull(ξ+∪ ξ−), we have 1 ≥ g′K(t+,t−)(x0) ≥
g′Hull(ξ+∪ξ−)(x0) > 0, which implies that | log g′K(t+,t−)(x0)| is bounded by a constant. By (4.3)

and that K(t+, 0) = K+(t+), | log g′K−,t+ (t−)(gK+(t+)(x0))| is bounded by a constant. Since

g′K−,t+ (t−) ∈ (0, 1], and is increasing on [bK−,t+ (t−),∞), we see that | log g′K−,t+ (t−)| is bounded

by a constant on [gK+(t+)(x0),∞) =: I+. By Proposition 2.9, ŵ+(t+) ∈ I+. Since A+,1(t+, t−) =
g′K−,t+ (t−)(ŵ+(t+)), we see that | logA+,1(t+, t−)| is bounded by a constant.

The quantity X+,−(t+, t−) = W+(t+, t−)−W−(t+, t−) is bounded from above by dK(t+,t−)−
cK(t+,t−), which is further bounded by the constant dHull(η+∪η−) − cHull(η+∪η−) by Proposition
2.2. For the lower bound, pick any x1 < x2 ∈ (x−, x+). Then X+,−(t+, t−) ≥ gK(t+,t−)(x2) −
gK(t+,t−)(x1), which is further bounded from below by the positive constant gHull(η+∪η−)(x2)−
gHull(η+∪η−)(x1) due to the fact that g′Hull(η+∪η−)/K(t+,t−)|[x1,x2] ∈ (0, 1].

From what we have proved, |XA:
+,−| = |A+,1/X+,−| and |XA:

−,+| = |A−,1/X−,+| are uniformly
bounded by a constant on [0, t+] × [0, t−]. We also know that t± is bounded by the constant
hcap2(Hull(ξ±)). By (4.11) we see that | log IS(t+, t−)| is bounded by a constant.

For E+,j , consider two cases. Case 1. vj ≥ x0. We have seen that | log g′K−,t+ (t−)| is bounded

by a constant on I+ = [gK+(t+)(x0),∞), and ŵ+(t+) ∈ I+. Since v̂+
j (t+) = g

w+

K+(t+)(vj) ∈ I+,

by (4.22), | log Y+,j(t+, t−)| is bounded by a constant.
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Case 2. vj ≤ x0. Let y+ = (x0 + x+)/2. Then

v̂+
j (t+) = gK+(t+)(vj) ≤ gK+(t+)(x0) < gK+(t+)(y+) ≤ cK+(t+) ≤ ŵ+(t+),

which implies by (4.3,4.4,4.19) that Vj(t+, t−) ≤ gK(t+,t−)(x0) < gK(t+,t−)(y+) ≤ W+(t+, t−).
Since g′K(t+,t−) ≥ g′Hull(ξ+∪ξ−) > 0, gK(t+,t−)(y+) − gK(t+,t−)(x0) is bounded from below by the

positive constant gHull(ξ+∪ξ−)(y+)−gHull(ξ+∪ξ−)(x0). So X+,j(t+, t−) = W+(t+, t−)−Vj(t+, t−) is
bounded from below by a positive constant. On the other hand, by Proposition 2.2, X+,j(t+, t−)
is bounded from above by the constant dHull(ξ+∪ξ−) − cHull(ξ+∪ξ−). These properties are also
satisfied by X+,j(t+, 0). By (4.22), | log Y+,j(t+, t−)| is bounded by a constant.

Thus, in both cases, | log Y+,j(t+, t−)| is bounded by a constant. This property is also

satisfied by | log Y+,j(0, t−)|. Since E+,j(t+, t−) =
Y+,j(t+,t−)
Y+,j(0,t−) , | logE+,j(t+, t−)| is also bounded

by a constant.
For Ej,k, by symmetry and relabeling, we may assume that vj ≥ vk ∨ x0. Let y− =

(x0 + x−)/2. Consider two cases. Case 1. vk ≥ y−. Using the proof of Case 1 for E+,j with y−
in place of x0, we see that | log g′K−,t+ (t−)| is bounded by a constant on [gK+(t+)(y−),∞), which

contains both v̂+
j (t+) and v̂+

k (t+). So by (4.25), | log Y +
j,k(t+, t−)| is bounded by a constant. Case

2. vk ≤ y−. Using the proof of Case 2 for E+,j with x0 and y− in place of y+ and x0, respectively,
we see that gHull(ξ+∪ξ−)(x0)−gHull(ξ+∪ξ−)(y−) ≤ Xj,k(t+, t−) ≤ dHull(ξ+∪ξ−)−cHull(ξ+∪ξ−), which

implies that | log Y +
j,k(t+, t−)| is again bounded by a constant. Thus, | logEj,k(t+, t−)| is also

bounded by a constant by (4.27).

For j ∈ Nm, define Rj on D by Rj =
X+,j

X+,∞
· X−,∞X−,j

if X+,∞X−,j 6= 0; and Rj = 1 if

X+,∞X−,j = 0. Let R = (R1, . . . , Rm). It is clear that 0 ≤ R1 ≤ · · · ≤ Rm ≤ 1. So R takes
values in ∆m.

Lemma 4.4. Every Rj is continuous on D, and so is R.

Proof. Fix j ∈ Nm. Let T+
∞ be the first time that η+ reaches (−∞, v∞]. We understand T+

∞ as
T+ if such time does not exist; and as 0 if v∞ = w−+. Similarly, let T−j be the first time that

η− reaches [vj ,∞). Let Dj = D ∩ ([0, T+
∞) × [0, T−j )). Then X+,∞X−,j 6= 0 on Dj , and so Rj

is continuous on Dj . If T+
∞ < T+, then ŵ+(T+

∞) = v̂+
∞(T+

∞), which implies that v̂+
j ≡ v̂+

∞ on

[T+
∞, T+). By (4.19), we see that, on D ∩ {(t+, t−) : t+ ≥ T+

∞}, Vj ≡ V∞, which implies that
Rj ≡ 1. Similarly, we have Rj ≡ 1 on D ∩ {(t+, t−) : t− ≥ T−j }.

If T+
∞ or T−j equals 0, then Rj is constant 1, and its continuity is trivial. Suppose T+

∞ and

T−j are both positive. Then (T+
∞, T

−
∞) 6∈ D because K+(T+

∞) and K−(T−j ) both contain [v∞, vj ].

It suffices to show that (i) if 0 < T+
∞ < T+, then as t+ ↑ T+

∞, Rj(t+, t−) → 1 uniformly in
t− ∈ [0, TD− (T+

∞)); and (ii) if 0 < T−j < T−, then as t− ↑ T−j , Rj(t+, t−) → 1 uniformly in

t+ ∈ [0, TD+ (T−j )). They follow from an extremal distance argument shown below.

(i) Since η+ does not visit v∞, x0 := η+(T+
∞) ∈ (w−, v∞). Let 0 < δ < |x0 − v∞|. Suppose

t+ < T+
∞ is such that diam(η+([t+, T

+
∞])) < δ. Then for t− ∈ [0, TD− (T+

∞)), any curve in
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H \ K(t+, t−) connecting the line segment [v∞, vj ∧ min(η+([0, t+]) ∩ R)], denoted by I, and
the union of the right side of η+([0, t+]), [w+,∞], (−∞, w−], and the left side of η−([0, t−]),
denoted by U , must cross the semi-annulus {z ∈ H : δ < |z − x0| < |v∞ − x0|}. By comparison
principle of extremal length, the extremal distance between I and U in H \K(t+, t−) is at least
log(|v∞ − x0|/δ). Since gK(t+,t−) maps H \K(t+, t−) conformally onto H, and maps I and U
respectively to [V∞(t+, t−), Vj(t+, t−)] and (−∞,W−(t+, t−)] ∪ [W+(t+, t−),∞), the extremal
distance between the latter two sets in H, which can be expressed as a function f of Rj(t+, t−),
is at least log(|v∞−x0|/δ). Since the function f is bounded on (0, 1− ε] for any ε > 0, we then
finish the proof of (i). The proof of (ii) is similar.

4.2 Stochastic ensemble

We adopt the assumption and notation in the previous subsection. Let κ > 0 and ρj , j ∈ N∞m ,
be as in Theorem 4.1. Let ρ̃j = ρj/κ, j ∈ N∞m .

Suppose ŵ+(t+) and ŵ−(t−) are independent semimartingales with quadratic variation be-
ing 〈ŵ±〉t = κt, 0 ≤ t < T±. Let F± be the filtration generated by ŵ±. Fix σ 6= ν ∈ {+,−} and
two Fν-stopping times τν and τ ′ν with τν ≤ τ ′ν and τν < Tν . Since F+ and F− are independent,
ŵσ(tσ) is also an (Fσtσ × F

ν
τ ′ν

)tσ≥0-semimartingale. We will repeatedly apply Itô’s formula in

this subsection, where the underlying filtration is alwarys (Fσtσ ×F
ν
τ ′ν

)tσ≥0, the time parameter

tν is fixed to be τν , and the time parameter tσ runs from 0 to TDσ (τν). By (4.4) and (4.15), Wσ

satisfies the SDE
∂σWσ = Aσ,1∂ŵσ +

(κ
2
− 3
)
Aσ,2∂tσ. (4.29)

By (4.5,4.16), we get

∂σAσ,1
Aσ,1

=
Aσ,2
Aσ,1

∂ŵσ +
1

2

(Aσ,2
Aσ,1

)2
∂tσ +

(κ
2
− 4

3

)Aσ,3
Aσ,1

.

Let A2:1
σ = Aσ,2/Aσ,1 and

b =
6− κ

2κ
, c =

(6− κ)(3κ− 8)

2κ
.

The previous formula implies that

∂σA
b
σ,1/A

b
σ,1 = bA2:1

σ ∂ŵσ + (c/6) ·Aσ,S∂tσ. (4.30)

From (4.7,4.20,4.29), we get

∂σXσ,ν/Xσ,ν = XA:
σ,ν∂ŵσ − κbXA:

σ,νA
2:1
σ ∂tσ + 2(XA:

σ,ν)2∂tσ; (4.31)

∂σXσ,j/Xσ,j = XA:
σ,j∂ŵσ − κbXA:

σ,jA
2:1
σ ∂tσ + 2(XA:

σ,j)
2∂tσ. (4.32)

Here (4.31) holds throughout, and (4.32) holds up to the time that Xσ,j = 0.
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Define positive continuous functions E+, E−, E+,− on D by Eσ =
Aσ,1
Aσ,1|σ0

, σ ∈ {+,−}, and

E+,−(t+, t−) =
X+,−(t+,t−)X+,−(0,0)
X+,−(t+,0)X+,−(0,t−) . By (4.9,4.30,4.31),

∂σE
b
ν /E

b
ν = −2 b((XA:

σ,ν)2 − (XA:0
σ,ν )2)∂tσ; ∂σE

b
σ/E

b
σ = bA2:1

σ ∂ŵσ + (c/6) ·Aσ,S∂tσ. (4.33)

∂σE
−2 b
+,− /E

−2 b
+,− = −2 b(XA:

σ,ν −XA:0
σ,ν

)
∂ŵσ + 2κb2XA:

σ,νA
2:1
σ ∂tσ

+ 2 b((XA:
σ,ν)2 − (XA:0

σ,ν )2)∂tσ − 4κb2XA:0
σ,ν (XA:

σ,ν −XA:0
σ,ν )∂tσ. (4.34)

Let ES,b = I
− c

6
S Eb

+E
b
−E
−2 b
+,− . Combining (4.33,4.34) with (4.12), we get

∂σES,b/ES,b = (bA2:1
σ − 2 b(XA:

σ,ν −XA:0
σ,ν ))(∂ŵσ + 2κbXA:0

σ,ν ∂tσ). (4.35)

Recall the Rj , E±,j , and Ej,k defined before. Since Rj = (
Xσ,j
Xσ,∞

· Xν,∞Xν,j
)σ·1, by (4.21,4.32),

Rj satisfies the following SDE up to the time that it equals 1:

∂σRj/Rj = σ(XA:
σ,j −XA:

σ,∞)∂ŵσ + σ(XA:
σ,j −XA:

σ,∞)(−κbA2:1
σ ∂tσ + 2XA:

σ,ν∂tσ)

+ σ(XA:
σ,j −XA:

σ,∞)((2− κ/2 + σκ/2)XA:
σ,j + (2− κ/2− σκ/2)XA:

σ,∞)∂tσ. (4.36)

Since Eσ,j =
Yσ,j
Yσ,j |σ0

and Yσ,j =
Xσ,j
Xσ,j |ν0

(the generic case), by (4.24,4.32), for j ∈ N∞m ,

∂σ(Eσ,j/Eν,j)

Eσ,j/Eν,j
= (XA:

σ,j −XA:0
σ,j )∂ŵσ − κbXA:

σ,jA
2:1
σ ∂tσ + 2(XA:

σ,νX
A:
σ,j −XA:0

σ,ν X
A:0
σ,j )∂tσ

+ (2(XA:
σ,j)

2 − 2(XA:0
σ,j )2)∂tσ − κXA:0

σ,j (XA:
σ,j −XA:0

σ,j )∂tσ. (4.37)

Recall that ρ̃j = ρj/κ. Define

Ej,∞,ρ̃ =
∏

s∈{+,−}

( Es,j
Es,∞

)sρ̃j
=
( Eσ,j/Eν,j
Eσ,∞/Eν,∞

)σρ̃j
, 1 ≤ j ≤ m.

By (4.37),

∂σEj,∞,ρ̃
Ej,∞,ρ̃

= σρ̃j [(X
A:
σ,j −XA:

σ,∞)− (XA:0
σ,j −XA:0

σ,∞)]∂ŵσ − σρ̃jκbA2:1
σ (XA:

σ,j −XA:
σ,∞)∂tσ

+2σρ̃j [X
A:
σ,ν(XA:

σ,j −XA:
σ,∞)−XA:0

σ,ν (XA:0
σ,j −XA:0

σ,∞)]∂tσ

+2σρ̃j [((X
A:
σ,j)

2 − (XA:
σ,∞)2)− ((XA:0

σ,j )2 − (XA:0
σ,∞)2)]∂tσ

−σρ̃jκ[XA:
σ,∞(XA:0

σ,j −XA:0
σ,∞) +XA:0

σ,∞(XA:
σ,j −XA:

σ,∞)]∂tσ

−σρ̃jκ[(XA:0
σ,j −XA:0

σ,∞)(XA:
σ,j −XA:

σ,∞)− ((XA:0
σ,j )2 − (XA:0

σ,∞)2)]∂tσ

−κσρ̃j(XA:
σ,∞ −XA:0

σ,∞)[(XA:
σ,j −XA:

σ,∞)− (XA:0
σ,j −XA:0

σ,∞)]∂tσ
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+ (κ/2)σρ̃j(σρ̃j − 1)[(XA:
σ,j −XA:

σ,∞)− (XA:0
σ,j −XA:0

σ,∞)]2∂tσ. (4.38)

Let α, β1, . . . , βm, γ be defined by (3.8). Then they satisfy the parameter assumption. Let F
be the hypergeometric function F (α, β1, . . . , βm, γ; ·). By Theorem 2.16, it extends to a positive
continuous function on ∆m. So F (R) is a positive continuous function defined on D. Since F is
smooth in (−1, 1)m, F (R) is a local martingale up to the first time that R exits (−1, 1)m. Recall
the Gj defined by (3.20). Combining (2.18,2.19,2.20) with (4.36), we see that F (R) satisfies the
following SDE up to the first time that R exits (−1, 1)m:

∂σF (R)

F (R)
= σ

∑
j

(XA:
σ,j −XA:

σ,∞)Gj(R)∂ŵσ − σ
∑
j

κbA2:1
σ (XA:

σ,j −XA:
σ,∞)Gj(R)∂tσ

−σ
∑
j

(XA:
σ,j −XA:

σ,∞)
(
− 2κbXA:

σ,ν + σ
∑
k

ρk(X
A:
σ,k −XA:

σ,∞)
)
Gj(R)∂tσ

− σ
∑
j

ρj(κ− 4)

2κ
(XA:

σ,j −XA:
σ,∞)[2XA:

σ,ν + σ(XA:
σ,j −XA:

σ,∞)− (XA:
σ,j +XA:

σ,∞)]∂tσ. (4.39)

We now argue that F (R) satisfies (4.39) throughout [0, TDσ (τν)). We need to deal with the case
that some Rj equals 1. In fact, if on some interval there is m′ < m such that Rj |ντν = 1 for
m′+1 ≤ j ≤ m, and Rj |ντν < 1 for 1 ≤ j ≤ m′, then by (2.15), F (R) equals some constant times

F̃ (R̃), where R̃ = (R1, . . . , Rm′) and F̃ is the hypergeometric function F (α, β1, . . . , βm′ , γ −∑m
j=m′+1 βm; ·). So on that interval ∂σF (R)

F (R) = ∂σF̃ (R̃)

F̃ (R̃)
, and we may get (4.39) by applying

(2.18,2.19,2.20) to F̃ and using the facts that for j ≤ m′, Rj satisfies (4.36), and the terms on
the RHS of (4.39) for j > m′ vanish because Gj(R) and XA:

σ,j −XA:
σ,∞ both vanish.

Define another positive continuous function FR on D by FR(t+, t−) = F (R(t+,t−))F (R(0,0))
F (R(t+,0))F (R(0,t−)) .

By (4.39), FR satisfies the following SDEs:

∂σFR
FR

= σ
∑
j

[
(XA:

σ,j −XA:
σ,∞)Gj(R)− (XA:0

σ,j −XA:0
σ,∞)Gj(R|ν0)

]
∂ŵσ

−σ
∑
j

κb(A2:1
σ − 2(XA:

σ,ν −XA:0
σ,ν ))(XA:

σ,j −XA:
σ,∞)Gj(R)∂tσ

−σ
∑
j

(XA:
σ,j −XA:

σ,∞)
(∑

k

ρk(X
A:
σ,k −XA:

σ,∞)
)
Gj(R)∂tσ

+σ
∑
j

(XA:0
σ,j −XA:0

σ,∞)
(∑

k

ρk(X
A:0
σ,k −XA:0

σ,∞)
)
Gj(R|ν0)∂tσ

−σ
∑
j

ρj(κ− 4)

2κ
(XA:

σ,j −XA:
σ,∞)[2XA:

σ,ν + σ(XA:
σ,j −XA:

σ,∞)− (XA:
σ,j +XA:

σ,∞)]∂tσ
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+σ
∑
j

ρj(κ− 4)

2κ
(XA:0

σ,j −XA:0
σ,∞)[2XA:0

σ,ν + σ(XA:0
σ,j −XA:0

σ,∞)− (XA:0
σ,j +XA:0

σ,∞)]∂tσ

− κ
∑
j,k

(XA:0
σ,k −XA:0

σ,∞)Gj(R|ν0)
[
(XA:

σ,j −XA:
σ,∞)Gj(R)− (XA:0

σ,j −XA:0
σ,∞)Gj(R|ν0)

]
∂tσ. (4.40)

Here the terms in the last line of (4.40) come from the quadratic covariation, and other terms
on the RHS of (4.40) come from the difference between the RHS of (4.39) and the function
obtained by replacing the τν by 0 in the RHS of (4.39). Note that A2:1

σ |ν0 ≡ 0.
Define M on D by

M = FRES,b
∏
j∈Nm

[Ej,∞,ρ̃ · (Ej,jE∞,∞/E2
j,∞)

ρj(4−κ)

4κ ] ·
∏

j,k∈N∞m

E
ρjρk
4κ

j,k . (4.41)

Lemma 4.5. (i) The function M is positive and continuous on D, and takes value 1 on [0, T+)×
{0} and {0} × [0, T−). (ii) For any (ξ+, ξ−) ∈ Ξ, | logM | on [0, τ+

ξ+
) × [0, τ−ξ−) is uniformly

bounded by a constant depending only on ξ+, ξ−.

Proof. (i) This holds because every factor on the RHS of (4.41) is positive and continuous on
D. (ii) This follows from Proposition 4.3 and the fact that F is continuous and positive on the
compact set ∆m.

We may now calculate that M satisfies the following SDE:

∂σM

M
=
(
σ
∑
j

(XA:
σ,j −XA:

σ,∞)Gj(R)− σ
∑
j

(XA:0
σ,j −XA:0

σ,∞)Gj(R|ν0)

+ bA2:1
σ − 2 b(XA:

σ,ν −XA:0
σ,ν ) + σ

∑
j

ρ̃j [(X
A:
σ,j −XA:

σ,∞)− (XA:0
σ,j −XA:0

σ,∞)]
)
×

×
(
∂ŵσ + 2κbXA:0

σ,ν ∂tσ − σ
∑
k

(XA:0
σ,k −XA:0

σ,∞)[ρk + κGj(R|ν0)]∂tσ

)
. (4.42)

The computation is tedious but straightforward. First, we note that the coefficients of ∂ŵσ in
the SDEs (4.35,4.38,4.40) sum up to the coefficients of ∂ŵσ in (4.42). Since ∂〈ŵσ〉 = κ∂tσ, the
SDEs contribute the following covariation terms:(

σκb(A2:1
σ − 2(XA:

σ,ν −XA:0
σ,ν )) +

∑
k

ρk[(X
A:
σ,k −XA:0

σ,k )− (XA:0
σ,∞ −XA:0

σ,∞)]
)
×

×
∑
j

[
(XA:

σ,j −XA:
σ,∞)Gj(R)− (XA:0

σ,j −XA:0
σ,∞)Gj(R|ν0)

]
∂tσ

+ σ b(A2:1
σ − 2(XA:

σ,ν −XA:0
σ,ν ))

∑
j

ρj [(X
A:
σ,j −XA:

σ,∞)− (XA:0
σ,j −XA:0

σ,∞)]∂tσ. (4.43)
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By (4.28) and the fact that
∑

j∈N∞m ρj = 0, we have

∂σ
∏
j(Ej,jE∞,∞/E

2
j,∞)

ρj(4−κ)

4κ

(
∏
j Ej,jE∞,∞/E

2
j,∞)

ρj(4−κ)

4κ

= −
∑
j

ρj(4− κ)

2κ

[
(XA:

σ,j−XA:
σ,∞)2−(XA:0

σ,j −XA:0
σ,∞)2

]
∂tσ; (4.44)

∂σ
∏
j,k∈N∞m E

ρjρk
4κ

j,k∏
j,k∈N∞m E

ρjρk
4κ

j,k

= − 1

2κ

(∑
j

ρj(X
A:
σ,j−XA:

σ,∞)
)2
∂tσ +

1

2κ

(∑
j

ρj(X
A:0
σ,j −XA:0

σ,∞)
)2
∂tσ. (4.45)

It remains to show that the sum of the coefficients of ∂tσ in (4.35,4.38,4.40,4.43,4.44,4.45) is
equal to the sum of the coefficients of ∂tσ in (4.42). For that purpose, the interested reader
may first compare all terms containing the factor Gj(R) or Gj(R|ν0), and then all remaining
terms containing the factor A2:1

σ , XA:
σ,ν , or XA:0

σ,ν , and finally all other terms.

4.3 Construction of the couplings

Suppose η+ follows the law P+, η− follows the law P−, and η+ and η− are independent. Then
they almost surely satisfy the assumptions in the previous subsections, and we then adopt the
notation there.

By Proposition 3.8, ŵ+ and ŵ− satisfy (3.24) and (3.25) for a pair of independent Brownian
motions B+ and B−. Let σ 6= ν ∈ {+,−}. We may rewrite the SDEs as:

dŵσ =
√
κdBσ − 2κbXA:0

σ,ν dtσ + σ
∑
j

(XA:0
σ,j −XA:0

σ,∞)[ρj + κGj(R|ν0)]dtσ. (4.46)

Combining (4.42) and (4.46), we obtain the following lemma.

Lemma 4.6. Let σ 6= ν ∈ {+,−}. Then for any Fν-stopping times τν and τ ′ν with τν ≤ τ ′ν and
τν < Tν , M |ντν is an (Fσtσ ∨ F

ν
τ ′ν

)tσ≥0-local martingale up to TDσ (τν).

Let Pi denote the law of (η+, η−). Since η+ and η− are independent, Pi = P+ × P− is the
independent coupling of P+ and P−. Fix ξ = (ξ+, ξ−) ∈ Ξ. Combining Lemmas 4.6 and 4.5,

we find that for any σ 6= ν ∈ {+,−}, tσ 7→M(t+ ∧ τ+
ξ+
, t− ∧ τ−ξ−) is a bounded (Fσtσ ∨ F

ν
tν )tσ≥0-

martingale. SinceM(t+∧τ+
ξ+
, t−∧τ−ξ−)→M(τ+

ξ+
, τ−ξ−) as t+, t− →∞, by dominated convergence

theorem, we get M(t+ ∧ τ+
ξ+
, t− ∧ τ−ξ−) = Ei[M(τ+

ξ+
, τ−ξ−)|F+

t+ ∨ F
−
t− ] for t+, t− ≥ 0. This means

that (t+, t−) 7→ M(t+ ∧ τ+
ξ+
, t− ∧ τ−ξ−) is an (F+

t+ ∨ F
−
t−)-martingale closed by M(τ+

ξ+
, τ−ξ−). In

particular, we have Ei[M(τ+
ξ+
, τ−ξ−)] = M(0, 0) = 1. So we may define another probability

measure Pcξ by dPcξ = M(τ+
ξ+
, τ−ξ−)dPi.

Suppose now (η+, η−) follows the law Pcξ instead of Pi. We now describe the properties of

(η+, η−). By the martingale property of M , we have Ei[M(τ+
ξ+
, τ−ξ−)|Fσ∞] = M |ν0(τσξσ) = 1, which

implies that Pcξ is also a coupling of P+ and P−.
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Fix σ 6= ν ∈ {+,−}. Let τν be an Fν-stopping time with τν ≤ τνξν . By the martingale
property of M , we see that for any tσ ≥ 0,

d(Pc(ξ+,ξ−)|F
σ
tσ∧τσξσ

∨ Fντν ) = M |ντν (tσ ∧ τσξσ)d(Pi|Fσtσ∧τσξσ ∨ F
ν
τν ).

By (4.42,4.46) and Girsanov Theorem, there is an (Fσtσ∧τσξσ ∨ F
ν
τν )tσ≥0-Brownian motion B̃τν

σ

under Pc(ξ+,ξ−) such that ŵσ satisfies the following SDE up to τσξσ :

dŵσ =
√
κdB̃τν

σ +
(
κbA2:1

σ |ντν − 2κbXA:
σ,ν |ντν + κ

∑
j

(XA:
σ,j |ντν −X

A:
σ,∞|ντν )[ρj + κGj(R|ντν )]

)
dtσ.

By (4.29), Wσ satisfies the following SDE up to τσξσ (with the variable tν fixed being τν):

∂σWσ = Aσ,1
√
κ∂B̃τν

σ +
(κ− 6)A2

σ,1

Wσ −Wν
∂tσ +

∑
j

( A2
σ,1

Wσ − Vσ
−

A2
σ,1

Wσ − V∞

)
[ρj + κGj(R)]∂tσ.

Note that ησ,τν and (Kσ,τν (·)) are chordal Loewner curve and chordal Loewner hulls, respec-

tively, driven by Wσ|ντν with speed A2
σ,1|ντν , the Brownian motion B̃ν

τν is independent of Fντν ,
and the processes Wν |ντν and Vj |ντν are force point processes for this family of Loewner hulls
started from ŵν(τν) and v̂νj (τν). By Proposition 3.8, we see that, conditionally on Fντν , after a
reparametrization by half-plane capacity, the law of the part of ησ,τν up to the time that it hits

gKν(τν)(ξσ) agrees with that of an iSLEκ(ρ) (if σ = +) or iSLErκ(ρ) (if σ = −) curve in H under
chordal coordinate from gKν(τν)(wσ) to ŵν(τν) with force points v̂νj (τν), j ∈ N∞m , up to the same

hitting time. Applying the conformal map g−1
Kν(τν), we then conclude that ησ satisfies Theorem

4.1 (i) (if σ = +) or Theorem 4.1 (ii) (if σ = −) up to τσξσ with the additional assumption that
τν ≤ τνξν . So Pcξ is a local commutation coupling of P+ and P− within ξ.

Lemma 4.7. Let η+ and η− be two random Loewner curves started from w+ and w−, respec-
tively. Let (ξ+, ξ−) ∈ Ξ. Let σ 6= ν ∈ {+,−}. Suppose that the law of ην restricted to Fντνξν
agrees with Pν , and conditionally on Fντνξν , ησ satisfies Theorem 4.1 (i) up to τ+

ξ+
if σ = +, or

Theorem 4.1 (ii) up to τ−ξ− if σ = −. Then the law of ησ restricted to Fστσξσ agrees with Pσ.

Proof. We know the law of ην |[0,τνξν ] and the conditional law of ησ|[0,τσξσ ] given ην |[0,τνξν ], which

together determine the joint law of ησ|[0,τσξσ ] and ην |[0,τνξν ]. So the joint law of η+ and η−

restricted to F+

τ+
ξ+

∨ F−
τ−ξ−

is also determined, which has to agree with the local commutation

coupling Pcξ. So the law of ησ restricted to Fστσξσ agrees with Pσ.

We now use the local commutation couplings to construct a global commutation coupling,
and finish the proof of Theorem 4.1. First, we observe that, for any (ξ+, ξ−) ∈ Ξ, if any coupling
P of P+ and P− agrees with Pc(ξ+,ξ−) on F+

τ+
ξ+

∨F−
τ−ξ−

, then P is also a local commutation coupling

of P+ and P− within (ξ+, ξ−).
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Let ξk = (ξk+, ξ
k
−) ∈ Ξ, 1 ≤ k ≤ n. By [23, Theorem 6.1], there is a bounded positive

continuous (F+
t+ ∨ F

−
t−)(t+,t−)∈R2

+
-martingale Mn(t+, t−), t+, t− ≥ 0, such that Mn(t, 0) =

Mn(0, t) = 1 for any t ≥ 0, and for any 1 ≤ k ≤ n, Mn agrees with M on [0, τ+
ξk+

] × [0, τ−
ξk−

].

Moreover, Mn takes random constant value, denoted by Mn(∞), if t+ ≥ τ+
ξk+

and t− ≥ τ−
ξk−

for

all 1 ≤ k ≤ n. So we have Ei[Mn(∞)] = Mn(0, 0) = 1, and may define another probability
measure Pn by dPn = Mn(∞)dPi. By the martingale property of Mn, Pn is also a coupling of
P+ and P−, and for any 1 ≤ k ≤ n,

d(Pn|F+

τ+

ξk+

∨ F−
τ−
ξk−

)/d(Pi|F+

τ+

ξk+

∨ F−
τ−
ξk−

) = Mn(τ+
ξk+
, τ−
ξk−

) = M(τ+
ξk+
, τ−
ξk−

).

Thus, Pn agrees with Pc
ξk

on F+

τ+

ξk+

∨ F−
τ−
ξk−

for 1 ≤ k ≤ n, which implies that Pn is a local

commutation coupling of P+ and P− within ξk for any 1 ≤ k ≤ n.
We may pick a countable subset Ξ∗ of Ξ such that for every (ξ+, ξ−) ∈ Ξ, there is (ξ∗+, ξ

∗
−) ∈

Ξ∗ such that for σ ∈ {+,−}, Hull(ξσ) ⊂ Hull(ξ∗σ), which then implies that τσξσ ≤ τ
σ
ξ∗σ

. Enumerate

Ξ∗ by {ξk : k ∈ N}. By the previous paragraph, for each n ∈ N, there is a coupling Pn of P+

and P−, which is a local commutation coupling of P+ and P− within ξk for any 1 ≤ k ≤ n. We
let P∞ be a subsequential weak limit of the sequence Pn in some suitable topology. Then P∞ is
still a coupling of P+ and P−, and for every k ∈ N, it is a local commutation coupling of P+ and
P− within ξk. Finally, if (ξ+, ξ−) follows the law P∞, then Theorem 4.1 (i) and (ii) both hold.

This is because for σ 6= ν ∈ {+,−} and τν < Tν , TDσ (τν) = sup{τσξσ : (ξ+, ξ−) ∈ Ξ∗, τν < τνξν}.

5 Proofs of the Main Theorems

In this section, we will prove Theorem 1.2, which contains Theorem 1.1 as a special case. We
work on the cases κ ∈ (0, 4] and κ ∈ (4, 8) separately. Let Nm = {1, . . . ,m}, N∞m = Nm ∪ {∞},
ρ = (ρ1, . . . , ρm), ρrj = −ρj , j ∈ N∞m , ρr = (ρr1, . . . , ρ

r
m), v = (v1, . . . , vm, v∞), vrj = J(vj),

j ∈ N∞m , and vr = (vr1, . . . , v
r
m, v

r
∞). By symmetry, we assume that σ = −.

We only need to show that the time-reversal of J(η) has the same law as ηr after a time-
change because the absolute continuity statement then follows from Lemma 3.6 (iii) and the
fact that η a.s. does not visit any force point other than 0± and ±∞.

5.1 The simple curve case

Proof of Theorem 1.2 in the case κ ≤ 4. Since κ ≤ 4 and σ = −, η a.s. does not intersect
(0,∞). Let f(z) = 1/(1 − z). Let uj = f(vj), j ∈ N∞m , and u = (u1, . . . , um, u∞). We use the
convention that f(0−) = 1− and f(−∞) = 0+. Then u1 > · · · > um > u∞ ∈ (0, 1) ∪ {0+, 1−},
and f(η) does not intersect (−∞, 0). So f(η) does not separate 0 from∞ before it ends. Thus,
we may reparametrize the complete f(η) by half-plane capacity to get an iSLEκ(ρ) curve in H
under chordal coordinate from f(0) = 1 to f(∞) = 0 with force points u.
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Similarly, ηr a.s. does not intersect (−∞, 0). Let f r(z) = f ◦ J(z) = z/(z + 1). Then
uj = f r(vrj ), j ∈ N∞m , and f r(ηr) does not intersect (1,∞). So f r(ηr) does not separate 1
from∞ before it ends. Thus, we may reparametrize the complete f r(ηr) by half-plane capacity
to get an iSLErκ(ρ) curve in H under chordal coordinate from f r(0) = 0 to f r(∞) = 1 with
force points u. Thus, f(η) and f r(ηr) have the same laws as the η+ and η− in Theorem 4.1,
respectively, with u in place of v. It now suffices to show that the η+ and η− in Theorem 4.1
are time-reversal of each other in the case κ ≤ 4.

Suppose τ− < T− is an F−-stopping time. Then given F−τ− , up to a time-change, the part of

η+ up to TD+ (τ−), which is the first time that it intersects K−(τ−) or separates K−(τ−) from∞,

is an iSLEκ(ρ) curve in H\K−(τ−) from w+ to η−(τ−) with force points vj ∨max{K−(τ−)∩R},
j ∈ N∞m , also up to TD+ (τ−). Since η+ a.s. ends at w−, if the iSLEκ(ρ) curve η+|[0,TD+ (τ−)) in

H\K−(τ−) does not land at its target η−(τ−), then η+(TD+ (τ−)) belongs to one of the following
boundary arcs of H \K−(τ−): (i) PR, the part of ∂K−(τ−) on the right of η−(τ−), (ii) PL, the
part of ∂K−(τ−) on the left of η−(τ−), and (iii) PR, the real interval (−∞,min{K−(τ−) ∩ R}].
The gK−(τ−)-image of η+|[0,TD+ (τ−)) is an iSLEκ(ρ) curve in H from W+(0, τ−) to W−(0, τ−) with

force points Vj(0, τ−), j ∈ N∞m , up to some time. Since W− ≤ V∞ ≤ · · · ≤ V1 ≤ W+, this
curve a.s. does not visit the intervals (W−(0, τ−), V∞(0, τ−)] and (−∞,W−(0, τ−)), which are
respectively the gK−(τ−)-images of PR and PL ∪ PR. So η+ a.s. does not visit PR ∪ PL ∪ PR at

TD+ (τ−), which implies that η+ a.s. visits η−(τ−) at TD+ (τ−).
Consider countably many F−-stopping times: q ∧ τ−ξ− , where q ∈ Q+ and ξ− ∈ Ξ∗−, which is

the projection of Ξ∗ to Ξ−. Then a.s. η+ visits η−(q ∧ τ−ξ−) for every q ∈ Q+ and ξ− ∈ Ξ∗−. By

the denseness of Q+ in R+ and the continuity of η+ and η−, we know that a.s. η−([0, τ−ξ− ]) ⊂
η+([0, T+)) for every ξ− ∈ Ξ∗−, which further implies that a.s. η−([0, T−)) ⊂ η+([0, T+]). Since
η+ a.s. does not visit (w+,∞), η− does not either. So η− is a time-change of a complete
iSLErκ(ρ) curve. Since η+ a.s. does not visit any of its force points other than w−+ or w+

−, η−
has the same property. By Lemma 3.6 (iii), the law of η− is absolutely continuous w.r.t. that of
a chordal SLEκ(ρr, ρr∞) curve in H under chordal coordinate from w− to w+ with force points
v. Thus, η− a.s. ends at w+, and we get η−([0, T−]) = η+([0, T+]). From this we then conclude
that η− is a time-reversal of η+.

5.2 The non-simple curve case

The argument in the previous subsection does not work for κ ∈ (4, 8) because for a commuting
pair of nonsimple curves, if we condition on a part of one curve, the first point that the second
curve will hit the given part of the first curve may not be the tip point.

Proof of Theorem 1.2 in the case that κ ∈ (4, 8). We now have
∑k

j=1 ρj ≥
κ
2 − 2 for any 1 ≤

k ≤ m. Let P2 and Pr2 denote the laws of η and ηr, respectively, in the theorem. Let R denote
the space of chordal Loewner curves γ from 0 to ∞, such that the time-reversal of J(γ) could
be parametrized to be a chordal Loewner curve, which will be denoted by J∗(γ). We also use
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J∗ to denote the pushforward map induced by J∗. Our goal is to show that P2 is supported by
R, and J∗(P2) = Pr2.

We first consider the case that all force points take values in (−∞, 0), i.e., there are no
degenerate force points. Let P0 denote the law of a chordal SLEκ curve in H from 0 to ∞. By
reversibility of chordal SLEκ for κ ∈ (4, 8) (cf. [7]), P0 is supported by R, and J∗(P0) = P0. We
will use an idea in [17], which is to show that the both P2 and Pr2 are absolutely continuous
w.r.t. P0, and the Radon-Nikodym derivatives are related by the map J∗.

Let P1 denote the law of the chordal SLEκ(ρ, ρ∞) curve in H from 0 to ∞ with force points
v. By Proposition 2.11, P1 � P0, and dP1/dP0 is given by (2.6). By the definition of iSLEκ(ρ)
curve, P2 � P1, and dP2/dP1 = M(T∞), which is given by (3.11. Thus, P2 � P0, and so P2

is supported by R. Let E0 be the set of γ ∈ R such that γ ∩ [v∞, v1] = ∅. For γ ∈ E0, let
D∞(γ) be the connected component of H\γ, whose boundary contains [v∞, v1]. Let ρ̃j = ρj/κ,
Rj(0) = vj/v∞, 1 ≤ j ≤ m, and R(0) = (R1(0), . . . , Rm(0)). Combining (2.6) with (3.11), we
get

dP2

dP0
=

1E0F (1)

F (R(0))

m∏
j=1

Rj(0)−
ρj
κ

(HD∞(vj , v∞)

|vj − v∞|−2

)− ρj(ρ∞+κ−4)

4κ
∏

1≤j<k≤m

(HD∞(vj , vk)

|vj − vk|−2

)− ρjρk
4κ
. (5.1)

Let Pr1 denote the law of the chordal SLEκ(ρr, ρr∞) curve in H from 0 to∞ with force points

vr. Since ρr∞ =
∑m

j=1 ρj ≥
κ
2 − 2, and for any 2 ≤ k ≤ m, ρr∞ +

∑m
j=k ρ

r
j =

∑k−1
j=1 ρj ≥

κ
2 − 2,

by Proposition 2.11, Pr1 � P0. Let Er0 be the set of γ ∈ R, which do not intersect [vr∞, v
r
1]. For

γ ∈ Er0 , let Dr
∞(γ) be the connected component of H \ γ, whose boundary contains [vr∞, v

r
1].

Let g∗ be a conformal map from Dr
∞ onto H such that max(∂Dr

∞ ∩ R) is mapped to ∞. By
(2.9),

dPr1
dP0

= 1Er0

∏
j∈N∞m

g′∗(v
r
j )

ρrj (ρrj+4−κ)

4κ

|vrj |
ρrj/κ

∏
j<k∈N∞m

( |g∗(vrj )− g∗(vrk)|
|vrj − vrk|

) ρrj ρrk
2κ
, (5.2)

We now express dPr1/dP0 in terms of boundary Poisson kernel and conformal radius, but

in a way different from (2.6). First, we have HDr∞(vrj , v
r
k) =

g′∗(v
r
j )g′∗(v

r
k)

|g∗(vrj )−g∗(vrk)|2 , j < k ∈ N∞m .

When Dr
∞ is defined, let Ωr

∞ denote the union of Dr
∞, its reflection about R, and the interval

(vr∞,max(∂Dr
∞ ∩ R)). Then g∗ extends to a conformal map from Ωr

∞ onto C \ (−∞, g∗(vr∞)].

So we have crad
(4)
vrj

(Ωr
∞) =

|g∗(vrj )−g∗(vr∞)|
g′∗(v

r
j ) . By (5.2) and that

∑
j∈N∞m ρrj = 0,

dPr1
dPr0

=
1Er0
Zr

m∏
j=1

(
crad

(4)
vrj

(Ωr
∞)−

ρrj (4−κ)

2κ HDr∞(vrj , v
r
∞)−

ρrj (ρr∞+4−κ)

4κ

) ∏
1≤j<k≤m

HDr∞(vrj , v
r
k)
−
ρrj ρ

r
k

4κ ,

where Zr > 0 is a constant given by

Zr :=
m∏
j=1

(vr∞/v
r
j )

ρrj
κ

m∏
j=1

|vrj − vr∞|
ρrj ρ

r
∞

2κ

∏
1≤j<k≤m

|vrj − vrk|
ρrj ρ

r
k

2κ .
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Recall the definition of M r in (3.19) and the formula for Irj in (3.16). On the event Er0 ,

for j ∈ Nm, as t ↑ T r∞ = T rj , Rrj(t) → 1 and crad
(4)
vrj

(Ωr
t ) → crad

(4)
vrj

(Ωr
∞) because Ωr

t tends to

Ωr
T rj

= Ωr
∞ in the Carathéodory topology. Since ρj = −ρrj , we get

M r(∞) = M r(T r∞) =
F (1)

F (Rr(0))

m∏
j=1

(crad
(4)
vrj

(Ωr
∞)

|vrj − vr∞|

)− ρrj (κ−4)

2κ
, on Er0 .

Since Rrj(0) = vr∞/v
r
j , we get

dPr1
dP0

M r(∞) =
1Er0F (1)

F (Rr(0))

m∏
j=1

Rrj(0)
ρrj
κ

(HDr∞(vrj , v
r
∞)

|vrj − vr∞|−2

)− ρrj (ρr∞+4−κ)

4κ
∏

1≤j<k≤m

(HDr∞(vrj , v
r
k)

|vrj − vrk|−2

)− ρrj ρrk
4κ
.

(5.3)
We compare (5.1) with (5.3). Note that Er0 = J∗(E0), J(D∞(γ)) = Dr

∞(J∗(γ)) for γ ∈ E0,
Rr(0) = R(0) and ρrj = −ρj . By conformal covariance of boundary Poisson kernel, we get

HDr∞(J∗(γ))(v
r
j , v

r
k)/|vrj − vrk|−2 = HD∞(γ)(vj , vk)/|vj − vk|−2, 1 ≤ j < k ≤ m+ 1.

So we get (dPr1/dP0) ·M r(∞) = (dP2/dP0) ◦ J−1
∗ . Since J∗(P0) = P0 and P2 is a probability

measure, we get Er1[M r(∞)] = E0[(dPr1/dP0) · M r(∞)] = E0[dP2/dP0] = 1. Since M r is a
positive supermartingale w.r.t. Pr1, and M r(0) = 1, we then conclude that M r is a uniformly
integrable martingale w.r.t. Pr1. By Definition 3.4 and Lemma A.1, we have Pr2 � Pr1, and
dPr2/dPr1 = M r(∞). Thus, Pr2 � P0, and dPr2/dP0 = (dPr1/dPr0) ·M r(∞) = (dP2/dP0) ◦ J−1

∗ .
Since J∗(P0) = P0, we then conclude that J∗(P2) = Pr2. This finishes the proof of the case that
none of the vj ’s takes values 0± or ±∞.

Now suppose v1 = 0− and all other vj ’s including v∞ lie in (−∞, 0). Let 0 < l < min{|vj | :
j ∈ N∞m , j > 1}. Let τl be the first time that η reaches {|z| = l}. By DMP of iSLEκ(ρ)
curve, conditionally on Fτl , η(τl + ·) is an iSLEκ(ρ) curve in H \Kτl from η(τl) to ∞ with force
points 0−, v2, . . . , vm, v∞. Note that η does not visit (−∞, 0] during the time interval (0, τl]. So
η([0, τl]) does not separate any of v2, . . . , vm, v∞ from∞. Thus, none of the force points for the
iSLEκ(ρ) curve in H \ Kτl from η(τl) to ∞ is degenerate. By the reversibility result we have
derived, the conditional law given Fτl of the time-reversal of η up to the time of hitting η(τl) is
that of an iSLErκ(ρ) curve in H \Kτl from ∞ to η(τl) with force points 0−, v2, . . . , vm, v∞. In
particular, this implies that a.s. the time-reversal of J(η) up to hitting the circle {|z| = 1/l}
can be parametrized to be a chordal Loewner curve. By letting l ↓ 0, we see that the time-
reversal of the complete J(η) a.s. can be parametrized to be a chordal Loewner curve. So η
a.s. belongs to R, and we may define J∗(η). Given Fτl , the part of J∗(η) up to the time that it
reaches J(η(τl)) is then an iSLErκ(ρ) curve in J(H \Kτl) from 0 to J(η(τl)) with force points
+∞, vr2, . . . , vrm, vr∞.

Fix n ∈ N. Let fn(z) = 1/(1− nz) be a Möbius automorphism of H, which maps 0 and ∞
to 1 and 0, respectively. Let uj = fn(vj), j ∈ N∞m , and u = (u1, . . . , um, u∞). Then uj ’s lie on
(0, 1) except that u1 = 1−. We may reparametrize the part of fn(η) up to the time that it hits
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its target 0 or separates 0 from ∞ by half-plane capacity, and get a chordal Loewner curve η+,
which is an iSLEκ(ρ) curve in H under chordal coordinate from 1 to 0 with force points u. Let
f rn(z) = fn ◦J(z) = z/(z+n). We may reparametrize the part of f rn(J∗(η)) up to the time that
it hits its target 1 or separates 1 from ∞, and get a chordal Loewner curve η−.

Let ξl+ = fn({z ∈ H : |z| = l}) ∈ Ξ+. By the relation between η and J∗(η) derived earlier,
we know that, for any ξ− ∈ Ξ− such that (ξl+, ξ−) ∈ Ξ, given the part of η+ up to τ+

ξl+
, up to a

time-change, the part of η− up to τ−ξ− is an iSLErκ(ρ) curve in H \ Hull(η+([0, τ+
ξl+

])) from 0 to

η+(τ+
ξl+

) with force points 1−, u2, . . . , um, u∞, also up to τ−ξ− . By Lemma 4.7, the part of η− up

to τ−ξ− is an iSLErκ(ρ) curve in H from 0 to 1 with force points u, up to τ−ξ− . Since this holds for

any ξ− ∈ Ξ− such that (ξl+, ξ−) ∈ Ξ, we then conclude that the part of η− up to hitting ξl+ is an
iSLErκ(ρ) curve in H under chordal coordinate from 0 to 1 with force points u up to the same
hitting time. By letting l ↓ 0 and using the definition of η−, we know that the part of f rn(J∗(η))
up to the time that it hits 1 or separates 1 from ∞ is an iSLErκ(ρ) curve in H from 0 to 1 with
force points u up to the same time. Since f rn maps −n,∞, and vrj to∞, 1, and uj , respectively,
the part of J∗(η) up to the first time that it separates −n from ∞ is an iSLErκ(ρ) curve in H
from 0 to ∞ with force points vr up to the same time. Letting n → ∞, we conclude that the
whole J∗(η) is an iSLErκ(ρ) curve in H from 0 to ∞ with force points vr. So J∗(P2) = Pr2.

Finally, we consider the case v∞ = −∞. It suffices to show that the law of J∗(η
r) is P2 in

the case that vr∞ is degenerate, i.e., 0+. We have proved that this is true if vr∞ is not degenerate.
Let l ∈ (0, vrm) and let τ rl be the first time that ηr hits {|z| = l}. By Lemma 3.6 (iv), τ rl is
strictly less than the lifetime of ηr. By DMP of iSLErκ(ρ), conditionally on Frτrl , ηr(τ rl + ·)
is an iSLErκ(ρ) curve in H \ Kr(τ rl ) from ηr(τ rl ) to ∞ with force points vr1, . . . , v

r
m, 0

+. Since
ρr∞ ≥ κ

2 − 2, none of the force points for the iSLErκ(ρ) curve in H \Kr
τrl

is degenerate.
By the reversibility result we have derived, the conditional law given Frτrl of the time-reversal

of ηr up to the time of hitting ηr(τ rl ) is that of an iSLEκ(ρ) curve in H \Kr
τrl

from ∞ to ηr(τ rl )

with force points vr1, . . . , v
r
m, 0

+. In particular, this implies that a.s. the time-reversal of J(ηr)
up to hitting the circle {|z| = 1/l} can be parametrized to be a chordal Loewner curve. By
letting l ↓ 0, we see that a.s ηr ∈ R, and we may define J∗(η

r). Given Frτrl , the part of J∗(η
r)

up to the time that it reaches J(ηr(τ rl )) is then an iSLEκ(ρ) curve in J(H \ Kr
τrl

) from 0 to

J(ηr(τ rl )) with force points v1, . . . , vm,−∞.
Fix n ∈ N. Let f rn(z) = nz

1+nz , which maps 0 and∞ to 0 and 1, respectively. Let uj = f rn(vrj ),
j ∈ N∞m , and u = (u1, . . . , um, u∞). Then uj ’s lie on (0, 1) except that u∞ = 0+. We may
reparametrize the part of f rn(ηr) up to the time that it hits its target 1 or separates 1 from
∞ by half-plane capacity, and get a chordal Loewner curve η−, which is an iSLErκ(ρ) curve in
H from 0 to 1 with force points u. Let fn(z) = f rn ◦ J(z) = n

n−z . We may reparametrize the
part of fn(J∗(η

r)) up to the time that it hits its target 0 or separates 0 from ∞ by half-plane
capacity, and get a chordal Loewner curve η+.

Let ξl− = f rn({z ∈ H : |z| = l}) ∈ Ξ−. By the relation between ηr and J∗(η
r) derived earlier,

we know that, for any ξ+ ∈ Ξ+ such that (ξ+, ξ
l
−) ∈ Ξ, given the part of η− up to τ−

ξl−
, up to a
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time-change, the part of η+ up to τ+
ξ+

is an iSLEκ(ρ) curve in H \ Hull(η−([0, τ−
ξl−

])) from 1 to

η−(τ−
ξl−

) with force points u. By Lemma 4.7, the part of η+ up to τ+
ξ+

is an iSLEκ(ρ) curve in H
from 1 to 0 with force points u up to the same hitting time. Since this holds for any ξ+ ∈ Ξ+

such that (ξ+, ξ
l
−) ∈ Ξ, we then conclude that the part of η+ up to hitting ξl− is an iSLEκ(ρ)

curve in H from 1 to 0 with force points u up to the same hitting time. By letting l ↓ 0 and
using the definition of η+, we know that the part of fn(J∗(η

r)) up to the time that it hits 0 or
separates 0 from ∞ is an iSLEκ(ρ) curve in H from 1 to 0 with force points u up to the same
hitting time. Since fn maps n and ∞ to ∞ and 0, respectively, the part of J∗(η

r) up to the
first time that it separates n from∞ is an iSLEκ(ρ) curve in H from 0 to∞ with force points v
up to the same time. Letting n→∞, we conclude that the whole J∗(η

r) is an iSLEκ(ρ) curve
in H from 0 to ∞ with force points v. So J∗(Pr2) = P2. The proof is now complete.

Corollary 5.1. Let κ, ρ1 and ρ2 satisfy (i) or (ii) of Theorem 1.1. Let v ∈ R \ {0}, and let
σ ∈ {+,−} be the sign of v. Let η be a chordal SLEκ(ρ1, ρ2) curve in H started from 0 with force
points 0σ and v. Then the time-reversal of J ◦η, where J(z) = −1/z, can be reparametrized to be
a chordal Loewner curve ηr, which is an iSLE r

κ(ρ1, ρ2) curve in H from 0 to ∞ with force points
−σ∞, J(v), 0−σ. Let (Kr

t ) be the chordal Loewner hulls generated by ηr; let v̂r∞(t) = g0
Kr
t
(0−σ),

v̂r2(t) = g0
Kr
t
(J(v)); and let Rr(t) = ŵr(t)−v̂r∞(t)

ŵr(t)−v̂r2(t) before the first time that v̂r2(t) = v̂r∞(t), and

equals 1 after that time. Then the driving function ŵr for ηr satisfies the SDE

dŵr =
√
κdBr +

ρ1

ŵr − vr∞
dt−

( 1

ŵr − v̂r2
− 1

ŵr − v̂r∞

)
[ρ2 + κG∗(R

r)]dt, (5.4)

where Br is a standard Brownian motion, G∗(x) = xF ′∗(x)/F∗(x), and F∗ is the (single-variable)
hypergeometric function F (1− 4

κ ,
2ρ2

κ ,
2ρ1+2ρ2+4

κ ; ·).

Proof. We apply Theorem 1.2 to the case that m = 2, v1 = 0σ, v2 = v, and v∞ = σ∞, and
derive a statement about the law of ηr. Then the driving function ŵr of ηr solves the SDE
(3.22). Note that vr1 = J(v1) = −σ∞, and so Rr1 ≡ 0. The Rr2 in Theorem 1.2 agrees with the
Rr here. Also note that for the function F in Theorem 1.2, by (2.13) we have F (0, ·) = F∗.
Thus, G1(Rr1, R

r
2) ≡ 0 and G2(Rr1, R

r
2) ≡ G∗(Rr). Then (3.22) reduces to (5.4).

Remark 5.2. The ηr in the corollary is an SLEκ-type process with two force points, and may be
defined using a single-variable hypergeometric function. But it is different from the intermediate
SLEκ(ρ) process in [21], which is also defined using a single-variable hypergeometric function.

Appendices

A Laws of Stochastic Processes with Random Lifetime

This appendix can be viewed as a supplement of [19, Section 2], and we use the setup there
as follows. Let S be a Polish space, and Σ =

⋃
T∈(0,∞]C([0, T ), S). For each f ∈ Σ, let TΣ(f)
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be such that [0, TΣ(f)) is the domain of f . Let Σt = {f ∈ Σ : TΣ(f) > t}, 0 ≤ t < ∞,
and Σ∞ =

⋂
0≤t<∞Σt = C([0,∞), S). For 0 ≤ t < ∞, let Ft be the σ-algebra generated by

the family {f ∈ Σs : f(s) ∈ U} over all s ∈ [0, t] and U ∈ B(S), and let F∞ = ∨0≤t<∞Ft.
A probability measure on (Σ,F∞) is viewed as the law of a continuous S-valued stochastic
process with random lifetime. For two probability measures µ and ν on Σ, we say that ν is
locally absolutely continuous w.r.t. µ, and write ν � µ, if for every t ≥ 0, ν|Ft∩Σt � µ|Ft∩Σt ,
which means that for any A ∈ Ft with A ⊂ Σt, µ(A) = 0 implies that ν(A) = 0. Let Mt be the
Radon-Nikodym derivative of ν|Ft∩Σt against µ|Ft∩Σt . We call (Mt) the density process. It is
clear that ν � µ implies that ν � µ.

Now suppose that µ and ν are probability measures on Σ, µ is supported by Σ∞, and ν�µ
with (Mt) being the density process. Then each Mt is µ-integrable, and for any t2 > t1 ≥ 0
and A ∈ Ft1 ⊂ Ft2 ,∫

A
Mt2dµ =

∫
A∩Σt2

Mt2dµ = ν(A ∩ Σt2) ≤ ν(A ∩ Σt1) =

∫
A∩Σt1

Mt1dµ =

∫
A
Mt1dµ.

So (Mt) is a nonnegative supermartingale w.r.t. µ. The following lemma provides us the exis-
tence of ν given the measure µ and the supermartingale M .

Lemma A.1. Let µ be a probability measure supported by Σ∞. Let (Mt)0≤t<∞ be a nonnegative
right-continuous (Ft)-supermartingale w.r.t. µ such that

∫
M0dµ = 1. Then there exists a

unique probability measure ν on Σ such that ν�µ, and M is the density process. Moreover, we
have the following.

(i) The ν is supported by Σ∞ if and only if M is a martingale w.r.t. µ.

(ii) For any (Ft)-stopping time τ , ν � µ on Fτ ∩ {TΣ > τ}, and Mτ is the Radon-Nikodym
derivative.

(iii) For any (Ft)-stopping time τ , ν � µ on Fτ if and only if M(t∧ τ), t ≥ 0, is a uniformly
integrable martingale (w.r.t. µ); and then dν|Fτ /dµ|Fτ = Mτ . Here on the event τ =∞,
Mτ is understood as M∞ := limt→∞Mt∧τ , which µ-a.s. converges. In particular, ν � µ
if and only if M is a uniformly integrable martingale; and then dν/dµ = M∞.

We say that the measure ν is constructed by locally weighting the measure µ by M .

Proof. Add an extra element, denoted by ∗, to S, and write S∗ for the union S ∪ {∗}. For
Λ ⊂ [0,∞), an element f ∈ SΛ

∗ is called ordered if there do not exist λ1 < λ2 ∈ Λ such that
f(λ1) = ∗ and f(λ2) ∈ S. For any finite set Λ = {0 = t0 < t1 < · · · < tn} ⊂ [0,∞), we
define a measure νΛ on SΛ

∗ by the following. For 0 ≤ k ≤ n, let πΛ,k : Σ∞ → SΛ
∗ be defined by

πΛ,k(f) = (f(t0), f(t1), . . . , f(tk), ∗, . . . , ∗). For any measurable subset A of SΛ
∗ , define

νΛ(A) =
n−1∑
k=0

∫
π−1

Λ,k(A)
(Mtk −Mtk+1

)dµ+

∫
π−1

Λ,n(A)
Mtndµ.
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Since M is a nonnegative supermartingale and
∫
M0dµ = 1, νΛ is a probability measure. Since

πΛ,n is the projection πΛ from Σ∞ onto SΛ, and π−1
Λ,k(S

Λ) = ∅ for k < n, we have νΛ|SΛ � πΛ(µ),
andMtn is the Radon-Nikodym derivative. We also see that νΛ is supported by the set of ordered
elements of SΛ

∗ since every πΛ,k takes values in ordered elements.
We now check that {νΛ : 0 ∈ Λ ⊂ [0,∞), |Λ| < ∞} is a consistent family. Let Λ = {0 =

t0 < t1 < · · · < tn}. Suppose Λ′ = Λ∪{s} ⊂ [0,∞) and s 6∈ Λ. Let A ⊂ SΛ
∗ be measurable, and

A′ = A× S{s}∗ ⊂ SΛ′
∗ . We need to show that νΛ′(A

′) = νΛ(A). First, suppose s > tn. Then for
each 0 ≤ k ≤ n, π−1

Λ′,k(A
′) = π−1

Λ,k(A), and π−1
Λ′,n+1(A′) = π−1

Λ,n(A). So

νΛ′(A
′) =

n∑
k=0

∫
π−1

Λ′,k(A′)
(Mtk −Mtk+1

)dµ+

∫
π−1

Λ′,n+1
(A)

Msdµ

=
n−1∑
k=0

∫
π−1

Λ,k(A)
(Mtk −Mtk+1

)dµ+

∫
π−1

Λ,n(A)
(Mtn −Ms)dµ+

∫
π−1

Λ,n(A)
Msdµ = νΛ(A).

Next, suppose tk0−1 < s < tk0 for some 1 ≤ k0 ≤ n. Then for any k < k0, π−1
Λ′,k(A

′) = π−1
Λ,k(A),

and for any k ≥ k0, π−1
Λ′,k(A

′) = π−1
Λ,k−1(A). Let t′k = tk for 0 ≤ k < k0, t′k0

= s, and t′k = tk−1

for k0 < k ≤ n+ 1. Then Λ′ = {0 = t′0 < t′1 < · · · < t′n+1}. So

νΛ′(A
′) =

n∑
k=0

∫
π−1

Λ′,k(A′)
(Mt′k

−Mt′k+1
)dµ+

∫
π−1

Λ′,n+1
(A′)

Mt′n+1
dµ

=

k0−2∑
k=0

∫
π−1

Λ,k(A)
(Mtk −Mtk+1

)dµ+

∫
π−1

Λ,k0−1(A)
(Ms −Mtk0−1

)dµ+

∫
π−1

Λ,k0−1(A)
(Mtk0

−Ms)dµ

+
n∑

k=k0

∫
π−1

Λ,k−1(A)
(Mtk−1

−Mtk)dµ+

∫
π−1

Λ,n(A)
Mtndµ = νΛ(A).

By Kolmogorov extension theorem, there is an S∗-valued process (Zt)0≤t<∞ (defined on
some probability space) such that for any finite set Λ = {0 = t0 < t1 < · · · < tn} ⊂ [0,∞), the
joint distribution of (Zt0 , Zt1 , . . . , Ztn) is νΛ. We now restrict our attention to (Zp)p∈Q+ . By
the properties of νΛ we know that for any p1 < p2 ∈ Q, if Zp1 = ∗ then a.s. Zp2 = ∗. Thus, by
excluding an event with probability zero, we may assume that (Zp)p∈Q+ takes values in ordered
elements. Let TΣ = inf{p ∈ Q+ : Zp = ∗}. Then TΣ is a random number such that Zt ∈ S for
t ∈ [0, TΣ) ∩Q+ and Zt = ∗ for t ∈ (TΣ,∞) ∩Q+.

Suppose (Yt)t≥0 is a continuous process with law µ. Let t0 ∈ Q+. By the property of νΛ, the
law of (Zp)p∈[0,t0]∩Q+

restricted to the event that Zt0 ∈ S, is absolutely continuous w.r.t. that of
(Yp)p∈[0,t0]∩Q+

, and the Radon-Nikodym derivative is Mt0 . Since Y is continuous on [0,∞), this
implies that on the event that Zt0 ∈ S, a.s. (Zp)p∈[0,t0]∩Q+

extends to a (random) continuous

function Z(t0) on [0, t0]. By excluding an event with probability zero, we may assume that this
is always true for every t0 ∈ Q+. We may define a continuous function Z ′ on [0, TΣ) such that
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for any p ∈ Q+, on the event {TΣ > p}, which is contained in {Zp ∈ S}, we define Z ′ = Z(p)

on [0, p]. There is no contradiction in the definition because whenever p1 < p2 ∈ Q+, on the
event {TΣ > p2}, which is contained in {TΣ > p1}, we have Z(p1) = Z(p2)|[0,p1]. Then Z ′ is a
continuous stochastic process with a random lifetime TΣ.

Let ν be the law of Z ′. We claim that ν is the measure that we need. Fix t∗ ≥ 0. We
need to show that ν(A) =

∫
AMt∗dµ for any A ∈ Ft∗ ∩ Σt∗ . For every finite set Λ ⊂ [0,∞), let

πΛ denote the natural projection from S
[0,∞)
∗ onto SΛ

∗ . We naturally embed Σ into S
[0,∞)
∗ by

understanding the value of f(t) for t ≥ TΣ(f) as ∗. So πΛ is also a mapping from Σ into SΛ
∗ .

First, assume that there is Λ ⊂ Q∩ [0, t∗] with 0 ∈ Λ and |Λ| <∞ such that A = π−1
Λ (AΛ)∩Σt∗

for some AΛ ∈ B(SΛ). Let (pm) be a sequence in Q∩(t∗,∞) such that pm ↓ t∗. By the definition
of TΣ, we see that Z ′ ∈ Σt∗ , i.e., TΣ > t∗, if and only if there is some m such that Zpm ∈ S.
Also note that Z ′(t) = Z(t) for t ∈ Λ because Λ ⊂ Q. Thus,

ν(A) = P[Z ′ ∈ A] = P[
∞⋃
m=1

{πΛ(Z) ∈ AΛ, Z(pm) ∈ S}] = lim
m→∞

P[πΛ∪{pm}(Z) ∈ AΛ × S]

For each m ∈ N, since the law of πΛ∪{pm}(Z) is νΛ∪{pm}, whose restriction to SΛ∪{pm} is
absolutely continuous w.r.t. πΛ∪{pm}(µ) with Radon-Nikodym derivative Mpm , we get

P[πΛ∪{pm}(Z) ∈ AΛ × S] = νΛ∪{pm}(AΛ × S) =

∫
π−1

Λ∪{pm}
(AΛ×S)

Mpmdµ =

∫
π−1

Λ (AΛ)
Mpmdµ.

Here the last equality follows from that µ is supported by Σ∞. Since pm ↓ t∗, by right-continuity
of M and Fatou’s lemma, ∫

π−1
Λ (AΛ)

Mt∗dµ ≤ lim inf
m→∞

∫
π−1

Λ (AΛ)
Mpmdµ.

On the other hand, since M is an (Ft)-supermartingale w.r.t. µ, for all m ∈ N,∫
π−1

Λ (AΛ)
Mpmdµ ≤

∫
π−1

Λ (AΛ)
Mt∗dµ.

Combining the last four displayed formulas and the fact that µ is supported by Σ∞ ⊂ Σt∗ , we
get ν(A) =

∫
AMt∗dµ. This holds for any A in the π-family

{π−1
Λ (AΛ) ∩ Σt∗ : AΛ ∈ B(SΛ),Λ ⊂ [0, t∗] ∩Q, |Λ| <∞},

which generates the σ-algebra Ft∗ ∩ Σt∗ in Σt∗ thanks to the continuity of f ∈ Σt∗ on [0, t∗].
By Dynkin’s π− λ theorem, we get ν(A) =

∫
AMt∗dµ for any A ∈ Ft∗ ∩Σt∗ . The uniqueness of

such ν also follows from Dynkin’s π − λ theorem.
(i) If ν is supported by Σ∞, then for any t2 ≥ t1 ≥ 0 and A ∈ Ft1 ⊂ Ft2 , we get ν(A) =

ν(A∩Σtj ) =
∫
A∩Σtj

Mtjdµ =
∫
AMtjdµ, j = 1, 2. So Eµ[Mt2 |Ft1 ] = Mt1 , i.e., M is a martingale.
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On the other hand, if M is a martingale, then for any t ≥ 0, ν(Σt) =
∫
Mtdµ =

∫
M0dµ = 1.

So ν(Σ∞) = limt→∞ ν(Σt) = 1, i.e., ν is supported by Σ∞.
(ii) Let τ be an (Ft)-stopping time. Since M is right-continuous and adapted, it is pro-

gressive. So Mτ on {τ < ∞} is Fτ -measurable. First assume that τ takes values in Q+. Let
A ∈ Fτ ∩ {TΣ > τ}. Then for any t ∈ Q+, A ∩ {τ = t} ∈ Ft ∩ {TΣ > t}. So we have

ν(A) =
∑
t∈Q+

ν(A ∩ {τ = t}) =
∑
t∈Q+

∫
A∩{τ=t}

Mtdµ =
∑
t∈Q+

∫
A∩{τ=t}

Mτdµ =

∫
A
Mτdµ.

Next, we do not assume that τ takes values in Q+, but assume that there is a deterministic
number N ∈ N such that τ < N . For each n ∈ N, define τn such that if τ ∈ [k−1

2n ,
k

2n ) for some

k ∈ N, then τn = k
2n . Then each τn is a bounded stopping time taking values in Q+, and τn ↓ τ .

Let A ∈ Fτ ∩{TΣ > τ}, and An = A∩{TΣ > τn}. Then A =
⋃
nAn, and An ∈ Fτn ∩{TΣ > τn}

for each n. So we have ν(A) = limn→∞ ν(An) = limn→∞
∫
An
Mτndµ = limn→∞

∫
AMτndµ, where

the last “=’ follows from that µ is supported by Σ∞. By right-continuity of M and Fatou’s
lemma, limn→∞

∫
AMτndµ ≥

∫
AMτdµ. Applying Optional Stopping Theorem to the right-

continuous supermartingale M and the bounded stopping times τ ≤ τn, we get
∫
AMτndµ ≤∫

AMτdµ for each n. So limn→∞
∫
AMτndµ =

∫
AMτdµ, and we then get ν(A) =

∫
AMτdµ.

Finally, we do not assume that τ is uniformly bounded. Let A ∈ Fτ ∩ {TΣ > τ}. Then for any
N ∈ N, τ∧N is a uniformly bounded stopping time, and A∩{τ ≤ N} ∈ Fτ∧N∩{TΣ > τ∧N}. So
ν(A ∩ {τ ≤ N}) =

∫
A∩{τ≤N}Mτ∧Ndµ =

∫
A∩{τ≤N}Mτdµ. By monotone convergence theorem,

we get ν(A) = limN→∞ ν(A ∩ {τ ≤ N}) =
∫
AMτdµ, as desired.

(iii) First, suppose ν � µ on Fτ with ζ = d(ν|Fτ )/d(µ|Fτ ). Then for any t ≥ 0, ν � µ on
Fτ∧t with d(ν|Fτ∧t)/d(µ|Fτ∧t) = Eµ[ζ|Fτ∧t]. By (ii), d(ν|Fτ∧t)/d(µ|Fτ∧t) = M(τ ∧ t) on Στ∧t.
Since µ is supported by Σ∞ ⊂ Στ∧t, we get Mτ∧t = Eµ[ζ|Fτ∧t] for all t ≥ 0. Thus, Mτ∧t, t ≥ 0,
is a uniformly integrable martingale.

Next, suppose that Mτ∧t, t ≥ 0, is a uniformly integrable martingale. Then limt→∞Mτ∧t
converges a.s. to Mτ , and for any t ≥ 0, Eµ[Mτ |Fτ∧t] = Mτ∧t. Define a measure ντ on (Σ,Fτ )
by dντ = M(τ)dµ. Since Eµ[Mτ ] = Eµ[M0] = 1, ντ is a probability measure. For any t ≥ 0,
ντ � µ on Fτ∧t, and d(ντ |Fτ∧t)/d(µ|Fτ∧t) = Eµ[Mτ |Fτ∧t] = Mτ∧t. On the other hand, by (ii)
d(ν|Fτ∧t)/d(µ|Fτ∧t) = Mτ∧t on Στ∧t. Since ντ and ν are both probability measures, they must
agree on Fτ∧t. Since

⋃
t≥0Fτ∧t is a π-family, by Dynkin’s π − λ theorem, ντ and ν agree on

∨t≥0Fτ∧t = Fτ . By the definition of ντ , we get that d(ν|Fτ )d(µ|Fτ ) = Mτ .
The last statement of (iii) follows from the above equivalence by choosing τ =∞.
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