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Abstract

The thesis describes an extension of O. Schramm’s SLE processes to complicated

plane domains and Riemann surfaces. First, three kinds of new SLEs are defined

for simple conformal types. They have properties similar to traditional SLEs. Then

harmonic random Loewner chains (HRLC) are defined in finite Riemann surfaces.

They are measures on the space of Loewner chains, which are increasing families

of closed subsets satisfying certain properties. An HRLC is first defined on local

charts using Loewner’s equation. Since the definitions in different charts agree with

each other, these local HRLCs can be put together to construct a global HRLC.

An HRLC in a plane domain can be described by differential equations involving

canonical plane domains. Those old and new SLEs are special cases of HRLCs.

An HRLC is determined by a parameter κ ≥ 0, a starting point and a target set.

When κ = 6, the HRLC satisfies the locality property. When κ = 2, the HRLC

preserves some observable that resembles the observable for the corresponding loop-

erased random walk (LERW). So HRLC2 should be the scaling limit of LERW. With

reasonable assumptions, HRLC8/3 differs from a restriction measure by a conformally

invariant density; for κ ∈ (0, 8/3), HRLCκ differs from a pre-restriction measure by

a conformally invariant density. A restriction measure could be constructed from a

pre-restriction measure by adding Brownian bubbles.
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Chapter 1

Introduction

1.1 Background

Stochastic Loewner evolution or Schramm-Loewner evolution (SLE), introduced by O.

Schramm in [15], is about random growth processes of closed fractal subsets in simply

connected (plane) domains (other than C) and in Riemann sphere Ĉ := C∪{∞}. The

evolution is described by the classical Loewner differential equation with the driving

term being a Brownian motion. SLE depends on a parameter κ > 0, the speed of

the Brownian motion, and behaves differently for different value of κ. See [14] by S.

Rohde and O. Schramm for the basic fundamental properties of SLE.

Schramm’s processes turned out to be very useful. On the one hand, they are

amenable to computations, on the other hand, they are related with some statistical

physics models. In a series of papers [4]-[8], G. F. Lawler, O. Schramm and W.

Werner used SLE to determine the Brownian motion intersection exponents in the

plane, identified SLE2 and SLE8 with the scaling limits of loop-erased random walk

and uniform spanning tree Peano curve, respectively, and conjectured that SLE8/3 is

the scaling limit of self avoiding walk. S. Smirnov proved in [17] that SLE6 is the

scaling limit of critical site percolation on the triangular lattice. And O. Schramm

and S. Sheffield proved in [16] that the harmonic explorer converges to SLE4.

For various reasons, a similar theory should also exist for multiply connected

domains and even for general Riemann surfaces. We expect that the definition and

some study of general SLE will give us better understanding of SLE itself and its
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physics background.

There are three kinds of SLEs in the literature: radial SLE, chordal SLE, and full

plane SLE. They are all conformally invariant. Full plane SLE grows in Ĉ, and is the

limit case of radial SLE. Radial and chordal SLE grow in simply connected domains.

A basic property of these two kinds of SLEs is that if (Kt) has the law of a radial or

chordal SLE in a domain D, then for any fixed time b, the increment of (Kt) after

b has the same law as (Kt) in the sense of conformal equivalence. This means that

there is a conformal map W from D onto D \Kb fixing certain marked point which is

the target of (Kt) such that (W (Kt)) has the same law as (Kb+t\Kb). For radial SLE,

the target is an interior point. And for chordal SLE, the target is a prime end. One

may see [1] for the definition of a prime end, and we will give an equivalent definition

in Chapter 3.

The definitions of SLEs use the fact that all simply connected domains with a

marked interior point or prime end are conformally equivalent. This property does

not hold for general plane domains or Riemann surfaces. That is the main difficulty

in our extension of SLEs.

1.2 Main results

In this thesis, we first define three new kinds of SLEs: strip SLE, annulus SLE, and

disc SLE. Strip SLE grows in a simply connected domain whose target is a “boundary

arc” which is the set of prime ends between two fixed prime ends. Annulus SLE

grows in a doubly connected domain (with finite modulus) whose target is a whole

boundary component. Disc SLE is the limit case of annulus SLE, and grows in a

simply connected domain. We call them SLEs because they satisfy most properties

that the traditional SLEs have.

For further extension of SLEs, we first define Loewner chains in finite Riemann

surfaces. Simply or doubly connected domains are simple types of finite Riemann

surfaces, and the old and new SLEs all describe measures on Loewner chains. We

then provide a method to define conformally invariant measures on Loewner chains in
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complicated types of Riemann surfaces. We call them the harmonic random Loewner

chains, or HRLCs.

An HRLC in a finite Riemann surface depends on a parameter κ ≥ 0, a starting

point, and a target set. It is first defined in local charts. In each local chart, after

a time-change, the loewner chain becomes a radial or chordal Loewner chain, whose

driving function is a Brownian motion plus some drift term, where the drift term

carries the information of the total surface and the target set. Ito’s formula is used

to show that the definition in all charts agree with each other. So they can be pasted

together to get a global HRLC. Those six kinds of SLEs are special kinds of HRLCs.

For HRLC in plane domains, the growth of the chain can be described by a differential

equation with finitely many variables. The canonical domains are used here.

The definition of HRLC is most successful when κ = 6 and κ = 2. If κ = 6, the

random Loewner chain has the locality property, which means that the chain does not

feel the boundary before hitting it. For κ > 0 and κ 6= 6, the chain satisfies the “weak

locality”. If κ = 2, the growing chain preserves some observables which resemble the

observables for LERW (loop-erased random walk). If we consider plane domain, then

this property suggests that HRLC2 is the scaling limit of a corresponding LERW.

We then show that a Brownian excursion can be constructed by adding Brownian

bubbles to an HRLC2 trace. With reasonable assumptions, we find that HRLC8/3

differs from a restriction measure by a conformally invariant density; and for 0 < κ <

8/3, HRLCκ differs from a pre-restriction measure also by a conformally invariant

density. And a restriction measure can be constructed by adding Brownian bubbles

to a pre-restriction measure.

For the extension of SLE4 and SLE8, it seems that HRLC4 and HRLC8 do not

have properties similar to the corresponding SLEs. Some drift terms other than those

that are used to define HRLC in local charts are needed to define the random Loewner

chain. We expect that the random Loewner chain should preserve observables similar

to those for SLE4 and SLE8. This work is still in progress now, and is not included

in this thesis.
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Chapter 2

Various kinds of SLEs

2.1 Hulls and Loewner chains in simple domains

There are three kinds of SLEs in the literature: radial SLE, chordal SLE, and full

plane SLE. In this chapter, we define another three kinds of SLEs: strip SLE, annulus

SLE, and disc SLE. The content about annulus SLE and disc SLE are chosen from

the paper [20].

Those SLEs are measures on the space of (interior) Loewner chains in Riemann

sphere Ĉ, simply or doubly connected domains. By a simply connected domain we

mean a simply connected plane domain that is not C. By a doubly connected domain

we mean a doubly connected plane domain whose two boundary components in Ĉ

both contain more than one point.

We say K is a hull in a simply connected domain D if D \ K is still a simply

connected domain. Suppose D is a doubly connected domain with two boundary

components S1 and S2 in Ĉ. We say K is a hull in D on Sj if D \ K is a doubly

connected domain that has S3−j as one boundary component in Ĉ.

Let D be a simply or doubly connected domain and S is a boundary component

of D in Ĉ. Suppose L maps [0, T ), T ∈ (0,∞], to the space of hulls in D (on S), such

that L(0) = ∅, L(t1) $ L(t2) when t1 < t2, and for any a ∈ [0, T ) and a compact

F ⊂ D \L(a) that has more than one point, the extremal length of the family of path

that separates F from L(t + ε) \L(t) in D \L(t + ε) tends to 0 as ε → 0+, uniformly

in t ∈ [0, a]. Then we call L a Loewner chain in D (on S). For such L, there is a
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unique prime end w of D (on S) such that Lε → w as ε → 0+. We say L is started

from w.

Suppose D is the Riemann sphere or a simply connected domain. A compact

contractible subset K of D that contains more than one point is called an interior

hull in D. Then D \K is a simply or doubly connected domain, and the boundary

of K is a boundary component of D \ K. Suppose p ∈ D and L maps (−∞, T ),

T ∈ (−∞,∞], to the space of interior hulls in D such that {p} = ∩L(t), L(t1) $ L(t2)

when t1 < t2, and for each a ∈ (−∞, T ), t 7→ L(a + t) is a Loewner chain in D \L(a)

(on ∂L(a)). Then we say L is an interior Loewner chain in D started from p. Suppose

L is a Loewner chain or interior Loewner chain defined on [0, T ) or (−∞, T ). Let u

be a continuous (strictly) increasing function on [0, T ) or (−∞, T ) such that u(0) = 0

or u(−∞) = −∞. Then t 7→ L(u−1(t)) is still a Loewner chain or interior Loewner

chain, and is called a time-change of L through u. From the conformal equivalence

of extremal length, the conformal image of a (interior) hull or a (interior) Loewner

chain is still a (interior) hull or a (interior) Loewner chain.

2.2 Review of SLEs in the literature

2.2.1 Radial SLE

Radial SLE is first defined in the unit disc D = {z ∈ C : |D| < 1}. Given a real

continuous function ξ(t) on [0, a), consider the following radial Loewner equation:

∂tϕt(z) = ϕt(z)
eiξ(t) + ϕt(z)

eiξ(t) − ϕt(z)
, ϕ0(z) = z. (2.2.1)

For t ∈ [0, a), let Kt be the set of points z in D such that the solution ϕs(z) blows

up before or at time t. ϕt and Kt, 0 ≤ t < a, are called the standard radial LE

maps and hulls driven by ξ, respectively. We have 0 6∈ Kt, and ϕt maps (D \Kt; 0)

conformally onto (D; 0) with ϕ′t(0) = et. So Kt is a hull in D. If K is a hull in a simply

connected domain D and p ∈ D\K, there is a unique function ϕ that maps (D\K; p)

conformally onto (D; p) such that ϕ′(p) ≥ 1. Then we let CD;p(K) := ln ϕ′(w) be the
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capacity of K in D w.r.t. w. The capacity is 0 iff K = ∅. For standard radial LE

hulls (Kt), we have CD;0(Kt) = t for all t.

C. Pommerenke proved in [10] that if (Kt) is a family of standard radial LE hulls,

then t 7→ Kt is a Loewner chain in D. On the other hand, if t 7→ Kt is a Loewner

chain in D such that 0 6∈ Kt and CD;0(Kt) = t for all t, then (Kt) is a family of radial

LE hulls. Moreover, if ξ(t) is the driving function and ϕt is the corresponding map,

then

{eiξ(t)} = ∩ε>0ϕt(Kt+ε \Kt). (2.2.2)

For t = 0, this formula means that t 7→ Kt is started from eiξ(t) In fact, if we

don’t assume that CD;0(Kt) = t, but let u(t) := CD;0(Kt), then u(0) = 0, and u is

continuous and increasing, and the capacity of Ku−1(s) in D w.r.t. 0 is s for all s. Since

the property of Loewner chain is preserved under a time-change, (Ku−1(s)) is a family

of standard radial LE hulls.

Suppose B(t) is a standard Brownian motion, i.e., B(0) = 0 and E (B(t)2) = t,

and κ ≥ 0 is a fixed number. The law of a family of standard radial LE hulls (Kt)

driven by
√

κB(t), 0 ≤ t < ∞, is called the standard radial SLEκ. It is a measure

on the space of Loewner chains in D started from 1. From Koebe’s 1/4 theorem,

the distance from 0 to Kt tends to 0 as t → ∞. So we say that the standard radial

SLEκ grows in D from 1 to 0. Suppose D is a simply connected domain, z2 ∈ D,

and z1 is a prime end, then there is a unique conformal map W that maps (D; 1, 0)

onto (D; z1, z2). The radial SLEκ(D; z1 → z2), or radial SLEκ in D from z1 to z2, is

defined as the image of the standard radial SLEκ under the map W .

The radial SLE has the property of symmetry and conformally equivalent time-

homogeneity. The symmetry property means that the radial SLEκ(D; z1 → z2) is

preserved under the self anti-conformal map of (D; z1, z2). The property of confor-

mally equivalent time-homogeneity means the following. Suppose (K1
t ) and (K2

t ) are

independent and both have the law of SLEκ(D; z1 → z2). Fix b ≥ 0. Then there is a

random conformal map g from (D; z2) onto (D\K1
b ; z2) determined by (K1

t , 0 ≤ t ≤ b)

such that (K3
t ) defined by K3

t = K1
t for 0 ≤ t ≤ b and K3

b+t = K1
b ∪ g(K2

t−b) for t ≥ b
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also has the law of SLEκ(D; z1 → z2). A constant speed time-change of a radial

SLE also satisfies these two properties. On the other hand, the above two properties

determine a radial SLE up to the parameter κ and a constant speed time-change.

2.2.2 Chordal SLE

Chordal SLE is first defined in the upper half plane H := {z ∈ C : Im z > 0}.
Given a real continuous function ξ(t) on [0, a), consider the following chordal Loewner

equation:

∂tϕt(z) =
2

ϕt(z)− ξ(t)
, ϕ0(z) = z. (2.2.3)

For t ∈ [0,∞), let Kt be the set of points z in H such that the solution ϕs(z) blows up

before or at time t. We call ϕt and Kt, 0 ≤ t < ∞, the standard chordal LE maps and

hulls driven by ξ, respectively. For each t ∈ [0,∞), Kt is a hull in H bounded from

∞, and ϕt is the conformal map from H \Kt onto H that satisfies the Hydrodynamic

normalization,

ϕt(z) = z +
t

z
+ O(

1

|z|2 ), z →∞, (2.2.4)

In fact for any bounded hull K in H, there is a unique conformal map ϕ from H \K

onto H that satisfies (2.2.4) with ϕt replaced by ϕ and t by some c ≥ 0. The constant

c is called the capacity of K in H w.r.t. ∞, denoted by CH;∞(K). The capacity is 0

iff K = ∅. So for the standard chordal LE hulls (Kt), CH;∞(Kt) = t for all t.

If (Kt, 0 ≤ t < ∞) is a family of standard chordal LE hulls, then t 7→ Kt is a

Loewner chain in H. On the other hand, if t 7→ Kt is a Loewner chain in H such that

every Kt is bounded and CH;∞(Kt) = t for all t, then (Kt) is a family of chordal LE

hulls. Moreover, if ξ(t) is the driving function and ϕt is the corresponding map, then

{ξ(t)} = ∩ε>0ϕt(Kt+ε \Kt). (2.2.5)

So t 7→ Kt is started from ξ(0). In fact, if we don’t assume that CH;∞(Kt) = t for all

t, then after a time-change similar as that in the radial case, we can make (Kt) to be

a family of standard chordal LE hulls.
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The law of a family of standard chordal LE hulls driven by
√

κB(t) is called the

standard chordal SLEκ. It is a measure on the space of Loewner chains in H started

from 0. From Koebe’s 1/4 theorem, the spherical distance from ∞ to Kt tends to 0 as

t →∞. So we say that the standard chordal SLEκ grows in H from 0 to ∞. If D is a

simply connected domain, and z1 6= z2 are two prime ends of D, then there is at least

one conformal map W from (H; 0,∞) onto (D; z1, z2). Then we call the image of the

standard chordal SLEκ under the map W a chordal SLEκ(D; z1 → z2), or a chordal

SLEκ in D from z1 to z2. Note that W is not unique. However, if W1 and W2 both

map (H; 0,∞) conformally onto (D; z1, z2), then for some c > 0, W1(z) = W2(cz). On

the other hand, the standard chordal SLEκ satisfies the scaling property. That means

(cKt) has the same law as (Kc2t) if (Kt) has the law of the standard chordal SLEκ. So

(W1(Kt)) has the same law as W2(Kc2t). That means two chordal SLEκ(D; z1 → z2)

differ by a constant speed time-change.

Similarly as the radial case, a standard chordal SLEκ(D; z1 → z2) is preserved un-

der the self anti-conformal of (D; z1, z2) whose derivatives at z1 and z2 are both equal

to 1, and has the property of symmetry and conformally equivalent time-homogeneity.

And these two properties determine a chordal SLE up to the parameter κ and a con-

stant speed time-change.

2.2.3 Full plane SLE

Full plane SLE grows in the Riemann sphere Ĉ := C ∪ {∞}. Suppose ξ is a real

continuous function defined on (−∞, a). From [11], there are an interior Loewner

chain t 7→ Kt, −∞ < t < a, in Ĉ started from 0, and a family of conformal maps ϕt

from (Ĉ \Kt;∞) onto (D; 0), −∞ < t < a, that satisfies





∂tϕt(z) = ϕt(z) eiξ(t)+ϕt(z)

eiξ(t)−ϕt(z)
;

limt→−∞ et/ϕt(z) = z, ∀z ∈ C \ {0}.
(2.2.6)
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Such ϕt and Kt, −∞ < t < a, are unique, and are called the standard full plane LE

maps and interior hulls, respectively, driven by ξ. Moreover, we have

{eiξ(t)} = ∩ε>0ϕt(Kt+ε \Kt). (2.2.7)

Let B(t) be as usual and B+(t) = B(t). Let B−(t) be a standard Brownian motion

independent of B+(t). Let x be a random variable uniformly distributed on [0, 2π)

that is independent of B±(t). For a fixed κ ≥ 0, let ξκ(t) := x +
√

κBsign(t)(|t|).
Then for any b ∈ R, (eiξ(b+t)/eiξ(b)) has the same law as (ei

√
κB(t)). We call the law of

the standard full plane LE interior hulls driven by ξκ the standard full plane SLEκ.

If (Kt) has the law of the standard full plane SLEκ, from Koebe’s 1/4 theorem, the

spherical distance from ∞ to Kt tends to 0 as t → ∞. So we say that the standard

full plane SLEκ grows in Ĉ from 0 to ∞. Through a conformal map, we could define

full plane SLEκ grows in Ĉ from one point to another.

The property of ξκ implies that for any b ∈ R, (Kb+t \Kb) has the same law as the

image of the standard radial SLEκ under some conformal map from D onto Ĉ \Kb.

So the increments of the full plane SLEκ is always radial SLEκ. One may consider a

standard full plane SLEκ as the limit as ε → 0+ of the radial SLEκ in Ĉ \ εD from ε

to ∞.

2.2.4 Equivalence relations

Suppose (Kt) has the law of the standard chordal SLEκ. Let A be a hull in H that

is bounded from 0 and ∞. Let (Ls) has the law of a chordal SLEκ(H \ A; 0 → ∞).

Let T be the first time (Kt) hits A and S the first time that (Ls) hits A. If κ = 6,

(Kt, 0 ≤ t < T ) and (Ls, 0 ≤ s < S) have the same law after a time-change. If κ > 0

and κ 6= 6, there exists a family of increasing stopping time {Tn} and {Sn} such that

T = ∨Tn, S = ∨Sn, and the laws of (Kt, 0 ≤ t ≤ Tn) and (Ls, 0 ≤ s ≤ Sn) are

absolutely continuous w.r.t. each other after a time-change.

Suppose D is a simply connected domain, z1 and z2 are two distinct prime ends,

and z3 ∈ D. Let (Kt) have the law of a chordal SLEκ(Ω; z1 → z2) and (Ls) have the
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law of the radial SLEκ(Ω; z1 → z2). Let T be the first time that Kt swallows z3, S

the first time that Ls swallows z2. If κ = 6, (Kt, 0 ≤ t < T ) and (Ls, 0 ≤ s < S)

have the same law after a time-change. If κ > 0 and κ 6= 6, there exists a family of

increasing stopping time {Tn} and {Sn} such that T = ∨Tn, S = ∨Sn, and the laws

of (Kt, 0 ≤ t ≤ Tn) and (Ls, 0 ≤ s ≤ Sn) are absolutely continuous w.r.t. each other

after a time-change.

The above two equivalence relations are essentially the same thing. We also have

the equivalence relations between two radial SLEκ. The most general form of the

equivalence is that we consider two simply connected domain that have a common

prime end, and two chordal or radial SLEs starting from this prime end and growing

in these two domains respectively with any possible targets. The strong equivalence

relation for κ = 6 is called the locality property, which means that SLE6 hulls do not

feel the boundary and the target before hitting them.

2.2.5 SLE traces

If (Kt) has the law of the standard chordal SLEκ, there is a.s. a random curve β

from [0,∞) into H such that β(0) = 0, limt→∞ β(t) = ∞, and for each t, Kt is the

complement of the unbounded component of H \ β(0, t]. This β is called a standard

chordal SLEκ trace. If κ ≤ 4, then β is a simple curve and intersect R only at 0. In

this case, Kt = β(0, t]. If κ > 4, then β is not simple and intersect R at infinitely

many points. A general chordal SLEκ also corresponds to a trace. If κ ≤ 4, the trace

lies in the domain; if κ > 4, the trace lies in the conformal closure of that domain.

If (Kt) has the law of the standard radial SLEκ, there is a.s. a random curve β

from [0,∞) into D such that β(0) = 1, limt→∞ β(t) = 0, and for each t, Kt is the

complement of the component of H\β(0, t] that contains 0. This β is called a standard

radial SLEκ trace. If κ ≤ 4, then β is a simple curve and intersect ∂D only at 1. In

this case, Kt = β(0, t]. If κ > 4, then β is not simple and intersect ∂D at infinitely

many points. A general radial SLEκ also corresponds a trace. If κ ≤ 4, the trace lies

in the domain; if κ > 4, the trace lies in the conformal closure of that domain.
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If (Kt) has the law of the standard full plane SLEκ, there is a.s. a random curve

β from [−∞,∞) into C such that β(−∞) = 0, limt→∞ β(t) = ∞, and for each t,

Kt is the complement of the unbounded component of C \ β(0, t]. This β is called a

standard full plane SLEκ trace. If κ ≤ 4, then β is a simple curve, and Kt = β(−∞, t].

If κ > 4, then β is not simple

2.3 Strip SLE

2.3.1 Definition

For a real valued continuous function ξ on [0,∞), consider the following strip Loewner

equation:

∂tϕt(z) = coth(
ϕt(z)− ξ(t)

2
), ϕ0(z) = z. (2.3.1)

If z − ξ(0) ∈ 2πiZ, let τ(z) = 0; for other z ∈ C, let τ(z) be such that [0, τ(z)) is the

maximal definition interval of the solution ϕt(z). Since coth(z/2) is analytic, so for

each t ∈ [0,∞), ϕt must be analytic in {τ > t}. From the uniqueness of the solution

of ODE, ϕt must be conformal. Since coth(z/2) is bounded when z is away from

2πiZ, so if τ(z) ∈ (0,∞), then ϕt(z) − ξ(t) → 2πiZ as t → τ(z). Since coth(z/2)

has a period 2πi and coth(z/2) = coth(z/2), we have ϕt(z + 2πi) = ϕt(z) + 2πi and

ϕt(z) = ϕt(z), and so τ(z +2πi) = τ(z) and τ(z) = τ(z). For t ∈ [0,∞), let Jt be the

set of z ∈ C such that τ(z) ≤ t. Then each Jt must be closed, and is symmetric w.r.t.

the lines kπi+R, k ∈ Z. Note that Im coth(z/2) = 0 on R and 2πi+R except at the

poles 0 and 2πi. For a > 0, let Sa := {z ∈ C : 0 < Im z < a}. Then for z ∈ S2π, ϕt(z)

will never cross the lines R and 2πi + R. So ϕt maps S2π \ Jt conformally into S2π.

On the other hand, for a fixed t0 > 0 and z0 ∈ S2π, we set the initial value of (2.3.1)

to be ϕt0(z) = z0 and consider the solution for t ≤ t0. Since ±Im coth(z/2) ≤ 0

when z ∈ S2π and ±(Im z−π) ≤ 0, so as t decreases, ϕt(z)− ξ(t) approaches the line

πi+R, which does not contain any pole of coth(z/2). This means that ϕt(z) will not

blow up in the backward direction. So z = ϕ0(z) exists in S2π. Thus ϕt maps S2π \ Jt

conformally onto S2π. Since Im coth(z/2) = 0 on πi + R, so for z ∈ πi + R, ϕt(z)
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never blows up and stays on πi + R. This means that ϕt maps πi + R onto itself.

Finally, we let Kt := Sπ∩Jt. Then Kt is a hull in Sπ and ϕt maps Sπ \Kt conformally

onto Sπ. We call ϕt and Kt the standard strip LE maps and hulls driven by ξ.

Since coth(z/2) → ±1 as z ∈ S and Re z → ±∞, Kt is bounded and ϕt satisfies

the normalization:

lim
z→±∞

(ϕt(z)− z) = ±t. (2.3.2)

Here z → ±∞ means that z ∈ S and Re z → ±∞. And the limit is uniform in Im z.

In fact, if K is any bounded hull in Sπ such that K ∩ (πi + R) = ∅, then there is a

unique conformal map ϕK that maps Sπ \K conformally onto Sπ, maps πi +R onto

itself, and satisfies (2.3.2) with ϕt replaced by ϕK and t by some c ≥ 0. This c is

called the capacity of K in Sπ w.r.t. πi + R, denoted by CSπ ;πi+R(K). Thus for the

strip LE hulls Kt, CSπ;πi+R(Kt) = t for all t.

Proposition 2.3.1 The following two conditions are equivalent:

(i) (Kt) is a family of standard strip LE hulls.

(ii) t 7→ Kt is a Loewner chain in Sπ, each Kt is bounded, Kt ∩ πi + R = ∅, and

CSπ;πi+R(Kt) = t for all t.

Moreover, {ξ(t)} = ∩ε>0ϕt(Kt+ε \Kt), where ϕt is the corresponding LE map. And

if we don’t assume that CSπ;πi+R(Kt) = t for all t in (ii), then after a time-change,

(Kt) can be made to be a family of standard strip LE hulls.

Proof. The method is very similar to the proof of its counterparts in the radial and

chordal cases. So we omit the proof. 2

If ξ(t) =
√

κB(t). Then the law of (Kt) is called the standard strip SLEκ maps.

Suppose D is a simply connected domain bounded by a Jordan curve, I is a boundary

arc and x ∈ D \ I. Then there is a conformal map W from Sπ onto D which can be

extended continuously to R and πi+R and satisfies W (0) = x, W (πi+R) = I. Then

we call the law of (W (Kt)) the strip SLEκ(D; x → I), or SLEκ in D from x to I.

Similarly as the radial and chordal cases, the standard strip SLEκ(D; x → I is

preserved under the self anti-conformal map of (D; x, I), and has the property of
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conformally equivalent time-homogeneity. And these two properties determine the

strip SLE up to the parameter κ and a constant speed time-change.

2.3.2 Equivalence of strip and chordal SLE

Theorem 2.3.1 Suppose (Lt) has the law of a chordal SLEκ(Sπ; 0 → +∞). Let T be

the first time that Lt∩πi+R 6= ∅. If κ = 6, then up to a time change, (Lt, 0 ≤ t < T )

has the same law as the standard strip SLEκ. If κ > 0 and κ 6= 6, then there is

an increasing sequence of stopping time {Tn} such that T = ∨Tn, and for each n,

(Lt, 0 ≤ t ≤ Tn) has the same law as the standard strip SLEκ hull stopped at some

stopping time.

Proof. Note that W (z) = ln(z + 1) maps (H; 0,∞) conformally onto (Sπ; 0, +∞).

We may assume that Lt = W (Kt) and (Kt) are the standard chordal LE hulls driven

by ξ(t) =
√

κB(t). Let (ϕt) be the corresponding standard chordal LE maps.

For 0 ≤ t < T , −∞ is not swallowed by Lt, so −1 is not swallowed by Kt, which

means that ϕt(−1) is defined. Note ϕt ◦W−1 maps (Sπ \ Lt;−∞, +∞) conformally

onto (H; ϕt(−1),∞), and W−1(z) = ez − 1. Let

ψ̂t(z) := ln(ϕt(e
z − 1)− ϕt(−1)) +

∫ t

0

1

(ϕs(−1)− ξ(s))2
ds.

Then ψ̂t maps (Sπ \ Lt;−∞, +∞) conformally onto (Sπ;−∞, +∞), and ψ0(z) = z.

We compute

∂tψ̂t(z) = (∂tϕt(e
z − 1)− ∂tϕt(−1))/(ϕt(e

z − 1)− ϕt(−1)) +
1

(ϕt(−1)− ξ(t))2

= (
2

ϕt(ez − 1)− ξ(t)
− 2

ϕt(−1)− ξ(t)
)/(ϕt(e

z − 1)− ϕt(−1)) +
1

(ϕt(−1)− ξ(t))2

=
−2

(ϕt(ez − 1)− ξ(t))(ϕt(−1)− ξ(t))
+

1

(ϕt(−1)− ξ(t))2

=
(ϕt(e

z − 1)− ξ(t))− 2(ϕt(−1)− ξ(t))

(ϕt(ez − 1)− ξ(t))(ϕt(−1)− ξ(t))2
.
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Let

ζ̂(t) := ln(ξ(t)− ϕt(−1)) +

∫ t

0

1

(ϕs(−1)− ξ(s))2
ds.

Then

coth((ψ̂t(z)− ζ̂(t))/2) =
(ϕt(e

z − 1)− ϕt(−1)) + (ξ(t)− ϕt(−1))

(ϕt(ez − 1)− ϕt(−1))− (ξ(t)− ϕt(−1))

=
ϕt(e

z − 1) + ξ(t)− 2ϕt(−1)

ϕt(ez − 1)− ξ(t)
= (ϕt(−1)− ξ(t))2∂tψt(z).

Now we make the time-change as follows. Let u(t) :=
∫ t

0
1/(ϕs(z) − ξ(s))2ds, and v

be the inverse function of u. Let ψt(z) := ψ̂v(t)(z) and ξ(t) := ξ̂(v(t)). Then

∂tψt(z) = v′(t)∂tψ̂v(t)(z)

= ∂tψ̂v(t)(z)/u′(v(t)) = (ϕv(t)(z)− ξ(v(t)))2∂tψv(t)(z)

= coth((ψ̂v(t)(z)− ζ̂(v(t)))/2) = coth((ψt(z)− ζ(t))/2).

Thus ψt and Kv(t) are the standard strip LE maps and hulls driven by ζ.

From Ito’s formula,

dζ̂(t) = (dξ(t)− ∂tϕt(−1)dt)/(ξ(t)− ϕt(−1)) +
κ

2

−dt

(ξ(t)− ϕt(−1))2

+
dt

(ξ(t)− ϕt(−1))2
=

√
κdB(t)

ξ(t)− ϕt(−1)
+ (3− κ

2
)

dt

(ξ(t)− ϕt(−1))2
.

After the time-change, we have

dζ(t) =
√

κdB̃(t) + (3− κ

2
)dt,

where B̃(t) is some standard Brownian motion. If κ = 6, then ζ(t) =
√

κB̃(t). So

(Kv(t)) has the law of the standard strip SLE6. If κ > 0 and κ 6= 6, ζ(t) =
√

κB̃(t)+

some drift term. The conclusion follows from Girsanov’s Theorem ([13]). 2



15

The equivalence theorem implies the existence of the standard strip SLEκ trace.

That means if (Kt) has the law of the standard strip SLEκ, then there exists a.s.

a random curve β : [0,∞) → Sπ ∪ R such that β(0) = 0 and for each t, Kt is the

complement of the unbounded component of Sπ \ β[0, t] in Sπ. And for κ ≤ 4, β is a

simple curve and intersects R only at 0. For κ > 4, β is not simple and intersects R at

infinitely many points. We call β a standard strip SLEκ trace. From the existence of

SLEκ trace, we know that the boundary of Sπ \Kt is locally connected. Thus ϕ−1
t has

a continuous extension to Sπ. Especially, ϕ−1
t (ξ(t)) = β(t). For strip SLE in general

simply connected domains, we define the traces as the image of standard traces under

a suitable conformal map.

2.3.3 Transience of the strip SLEκ trace

The goal of this section is to prove that for all κ > 0, the standard strip SLE κ trace

tends to a limit point on {Im z = π} almost surely. Let Kt and ϕt be the standard

strip LE hulls and maps driven by ξ(t) =
√

κB(t). We may find C = C(ω) > 0, such

that |ξ(t)| ≤ 1 + Ct2/3 for all t ≥ 0. Let K∞ = ∪tKt, then we have

Lemma 2.3.1 K∞ is bounded.

Proof. First we may choose R > 0 such that Re coth(z/2) ≥ 1/2 if Re z ≥ R. Since

|ξ(t)| ≤ 1+C(ω)t2/3 for all t ≥ 0, there is a = a(ω) > 0 such that a ≥ R+1−t/2+ξ(t)

for all t ≥ 0. Now suppose z ∈ Sπ and Re z ≥ a, then Re z ≥ R + 1 + ξ(0). Suppose

that there is a first t0 < τ(z) such that Re ϕt(z) − ξ(t) = R. Then on [0, T0],

Re ϕt(z)− ξ(t) > R, and so ∂tRe ϕt(z) ≥ 1/2. This implies that

Re ϕt0(z) ≥ Re z + t0/2 ≥ a + t0/2 ≥ R + 1 + ξ(t0),

which is a contradiction. Thus Re ϕt(z)−ξ(t) ≥ R for all t < τ(z). So ϕt(z) will never

blow up, which means that z 6∈ Kt for all t ≥ 0. Similarly, z ∈ Sπ and Re z ≤ −a

implies that z 6∈ Kt for all t ≥ 0. Thus K∞ ⊂ {|Re z| ≤ a, |Im z| ≤ π} is bounded. 2
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Let Xt(z) := Re ϕt(z)− ξ(t). If z ∈ πi + R, then

dXt(z) = tanh(Xt(z)/2)dt− dξ(t).

Fix z0 = x0 + πi ∈ πi + R. Write Xt for Xt(z0) temporarily. Let

cκ =

∫ +∞

−∞
(cosh(x/2))−

4
κ dx.

Then 0 < cκ < ∞. Define

fκ(x) :=
1

cκ

∫ x

−∞
(cosh(t/2))−

4
κ dt.

for x ∈ R. Then fκ is continuous and increasing and maps R onto (0, 1). Let

Wt = fκ(Xt), by Ito’s formula, we have

dWt = f ′κ(Xt)dXt +
κ

2
f ′′κ (Xt)dt = −(cosh(Xt/2))−

4
κ /cκdξ(t).

Thus Wt is a local martingale. After a time-change, Wt has the same distribution as

the Brownian motion starting from f(x0), stopped when it hits {0, 1}. This implies

that limt→∞ Wt = 0 or 1 a.s., and Pr{limt→∞ Wt = 1} = fκ(x0). Thus limt→∞ Xt =

+∞ or −∞ a.s., and Pr{limt→∞ Xt = +∞} = fκ(x0). Define

m+ = inf{x ∈ R : lim
t→∞

Re ϕt(x + πi)− ξ(t) = +∞};

m− = sup{x ∈ R : lim
t→∞

Re ϕt(x + πi)− ξ(t) = −∞}.

Since x1 < x2 implies that Re ϕt(x1+πi) < Re ϕt(x2+πi) for all t ≥ 0, we have m− ≤
m+; for x < m−, Xt tends to −∞ as t →∞; and for x > m+, Xt tends to +∞ as t →
∞. Hence Pr{m+ < x} ≤ fκ(x) ≤ Pr{m− ≤ x} for all x ∈ R. Since fκ is (strictly)

increasing, it follows that m− = m+ almost surely, and their distributions have the

density (cosh(x/2))−
4
κ /cκ with respect to the Lebesgue measure. By discarding an

event of probability 0, we may assume m− = m+ and denote it by m.
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Lemma 2.3.2 K∞ ∩ (πi + R) = {m + πi}.

Proof. First we will prove m + πi ∈ K∞. If this is not true, then there are

b, c > 0 such that dist(x + πi, Kt) > c, for all t ≥ 0 and x ∈ [m − b,m + b]. Since

Xt(m− b+πi) → −∞ and Xt(m+ b+πi) → +∞ as t →∞, ϕt(m+ b+πi)−ϕt(m−
b + πi) → +∞ as t → ∞. By mean value theorem, we may find xt ∈ [m− b,m + b]

such that |ϕ′t(xt +πi)| → ∞ as t →∞. From Koebe’s 1/4 theorem, we conclude that

dist(xt + πi,Kt ∪ R) → 0 as t →∞. This contradiction shows m + πi ∈ K∞.

Then we will prove that K∞ contains no other point in πi + R. First suppose

x0 > m. Then as t →∞ Xt(x0 +πi) → +∞, and so ∂tϕt(x0 +πi) = tanh(Xt/2) → 1.

Since |ξ(t)| ≤ 1 + Ct2/3 for all t ≥ 0, there is M = M(ω), such that when t > M ,

Xt(x0+πi) = ϕt(x0+πi)−ξ(t) > t/2. Thus for all x ≥ x0, Xt(x+πi) ≥ Xt(x0+πi) >

t/2 when t > M . Taking the derivative w.r.t. z on both sides of equation (2.3.1), we

get

∂tϕ
′
t(z) =

−1

2 sinh((ϕt(z)− ξ(t))/2)2
ϕ′t(z). (2.3.3)

It follows that for x ∈ R,

|ϕ′t(x + πi)| = exp

(∫ t

0

(1 + cosh(Xs(x + πi))−1ds

)

≤ exp

(∫ M

0

ds +

∫ ∞

M

(1 + cosh(t/2))−1ds

)
< ∞.

Then by Koebe’s 1/4 theorem, for all x ≥ x0, x + πi is bounded away from Kt

uniformly. Thus K∞ ∩ [x0, +∞) + R = ∅. This then implies that K∞ ∩ (πi +

(m, +∞)) = ∅. Similarly, K∞ ∩ (πi + (−∞,m)) = ∅. 2

For x > 0, we have Xt(x) > 0 before τ(x), and Xt(x) satisfies:

dXt(x) = coth(Xt(x)/2)dt− dξ(t).
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We will use an argument similar to that before Lemma 2.3.2. Define gκ on (0,∞)

such that

gκ(x) = −
∫ ∞

x

(sinh(x/2))−
4
κ ds.

Then gκ is continuous and increasing, and maps (0, +∞) onto (aκ, 0). If κ ≤ 4,

then aκ = −∞; otherwise, aκ > −∞. Using Ito’s formula, we find that (gκ(Xt)) is

a local martingale. Thus if κ ≤ 4, then almost surely Xt(x) → +∞ as t → τ(x)

for all x > 0. This also shows that a.s. τ(x) = ∞ for all x > 0. If κ > 4, there

exists a.s. r > 0, such that for all x > r, Xt(x) → +∞ as t → τ(x) (which implies

that τ(x) = ∞); and for all x < r, Xt(x) → 0 as t → τ(x). And the distribution

of r has a density (sinh(x/2))−
4
κ /|aκ| with respect to the Lebesgue measure. Note

that ∂tϕt(x) = coth(Xt/2) > 1 for all 0 < t < τ(x). If τ(x) = ∞, then Xt(x) =

ϕt(x)− ξ(t)− t ≥ x + t− Ct2/3 − 1 tends to +∞ as t →∞. Thus τ(x) < ∞ for all

x < r. We will see later that τ(r) < ∞.

Suppose now x0 > 0 and there is a > 0 such that Xt(x0) ≥ a for 0 ≤ t < ∞. Then

the extremal distance from [ξ(t), ϕt(x0)] to πi + R in Sπ is less than some b = b(a).

Suppose there is t such that |β(t)−x0| = p < π. Here β is a standard SLEκ trace that

generates (Kt). We may suppose such t0 is the first time this holds. Then the line

segment (β(t0), x0) lies inside Sπ \Kt. The extremal distance between (β(t), x0) and

πi+R in Sπ is no less than ln π− ln p. Now ϕt maps (x0, β(t)) to an open curve in Sπ

with two end points ξ(t) and ϕt(x0). Thus the extremal distance of this curve from

{Im z = π} in S is less than b. From conformal invariance of the extremal length,

we have ln π − ln p ≤ b. Thus p is bounded from below by a constant depending on

a. As Xt(x) > Xt(x0) ≥ a for all x > x0 and t ≥ 0, the above result implies that

the distance between [x0,∞) and β[0,∞) is positive. Thus [x0,∞) is bounded away

from β[0,∞) and K∞. Hence if κ ≤ 4, then for all x > 0, [x,∞) is bounded away

from β[0,∞). And if κ > 4, then for all x > r, [x,∞) is bounded away from β[0,∞).

Since for all x ∈ (0, r), τ(x) < ∞, so there is some t = t(x) such that x ∈ Kt, which

implies that r is not bounded away from K∞. Thus Xt(r) 6→ ∞, and so τ(r) < ∞.

Now r is disconnected from πi+R by β[0, τ(r)] which does not hit (r,∞), so we must
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have β(τ(r)) = r.

Similarly, almost surely we may conclude the following facts. When κ ≤ 4, (−∞, x]

is bounded away from β[0,∞) for all x < 0. When κ > 4, there is l < 0 such

that for all x ∈ [l, 0], τ(x) < ∞, and β(τ(l)) = l; and for all x < l, (−∞, x] is

bounded away from β[0,∞) and K∞. Moreover, the distribution of l has a density

(sinh(−x/2))−
4
κ /aκ with respect to the Lebesgue measure. For κ ≤ 4, we define

r = l = 0 for convenience.

Theorem 2.3.2 Almost surely limt→∞ β(t) = m + πi.

Proof. Let M be the set of all limit points of β(t) as t →∞. Then M = ∩tβ[t,∞).

By Lemma 2.3.1 and 2.3.2, M is compact and M ∩ πi +R = {m+ πi}. Suppose now

M 6⊂ πi+R holds with a positive probability. We will use the conformally equivalent

time-homogeneity of strip SLEκ to find a contradiction. Suppose β̃ also has the law

of the standard strip SLEκ trace, and is independent of (Kt). Let ξ̃(t) and ϕ̃t be the

corresponding driving function and maps. Let {F̃t} be the filtration generated by

ξ̃(t). Then for any positive finite stopping time T w.r.t. {F̃t}, the curve β∗ defined

by β∗(t) = β̃(t) for 0 ≤ t ≤ T and β∗(t) = ϕ̃−1
T (ξ̃(T ) + β(t − T )) for t > T has the

same law as β. Let hT (z) = ϕ̃−1
T (ξ̃(T ) + z). Then hT (M) has the same law as M .

From the strip LE equation, for any z ∈ Sπ, Im ht(z) ≥ Im z. The strict inequality

holds when z ∈ Sπ. For d ∈ (0, 1), let Td be the first t such that Im β̃(t) = π − d.

Then hTd
(0) = β̃(Td). Let ad be the biggest a < 0 such that hTd

(a) ∈ R. Let bd be

the smallest b > 0 such that hTd
(b) ∈ R. Then for ad < x < bd, Im hTd

(x) > 0 = Im x.

Since an annulus of inner radius d and outer radius π disconnects all curves in Sπ

from hTd
(−∞, ad) to hTd

(0, +∞), so the extremal distance from (−∞, ad) to (0,∞)

in Sπ is not less than (ln(π)− ln(d))/π, which tends to ∞ as d → 0. Thus ad → −∞
uniformly as d → 0. Similarly, bd → +∞ uniformly as d → 0. Since M is a bounded

set, there is R > 0 such that M ⊂ {z : |Re z| < R} and M 6⊂ πi + R with a positive

probability. If d is small enough, we have |ad|, |bd| > R. Then for any z ∈ M \(πi+R),

either z ∈ Sπ or ad < z < bd. In both cases, we have Im hTd
(z) > Im z. Thus on this

event, hTd
strictly increases min Im M . So hTd

(M) cannot have the same law as M ,
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which is a contradiction. Thus M ⊂ πi +R almost surely. So M has to be {m + πi},
which means that limt→∞ β(t) = m + πi. 2

Now we may define β(∞) = m + πi. Then β is a continuous path in Sπ which

grows from 0 to m+πi, and intersects πi+R at only one point m+πi. And Sπ \K∞

has two components. We denote the left one by S−, and the right one by S+. If

κ ≤ 4, β is a simple curve and intersects R only at 0. If κ > 4, then β is not a simple

path. The intersection of β with R has lower bound l < 0 and upper bound r > 0.

Lemma 2.3.3 For all κ > 0, if z ∈ S±, then τ(z) = ∞, and Xt(z) → ±∞ as

t →∞.

Proof. For z ∈ S+, we may find a C1 path α in S+ from z to m+1+πi with a finite

length. Denote d the distance of α from K∞, then d > 0. By Koebe’s 1/4 theorem,

|ϕ′t(α(s))| is bounded by 4Im z/ min{Im z, d} < 4(π/d + 1). Thus the length of ϕt ◦α

is uniformly bounded in t. Hence |Xt(z) − Xt(m + 1 + πi)| is uniformly bounded.

Since Xt(m + 1 + πi) → +∞, so does Xt(z). The case that z ∈ S− is similar. 2

2.3.4 Cardy’s formula

Let h(z) = coth(z/2), Zt(z) = ϕt(z) − ξ(t), Xt = Re Zt and Yt = Im Zt. Then

dXt = Re h(Zt)dt− dξ(t), and dYt = Im h(Zt)dt. We have

Lemma 2.3.4 Suppose f is analytic in Sπ, and satisfies f ′h + κ
2
f ′′ = 0. Then f(Zt)

is a local martingale.

Proof. Let U = Re f and V = Im f . Then Ux = Vy = Re f ′, −Uy = Vx = Im f ′,

Uxx = Re f ′′ and Vxx = Im f ′′. By Ito’s formula,

dU(Zt) = UxdXt + UydYt +
κ

2
Uxxdt

= Re f ′Re hdt− Re f ′dξ(t)− Im f ′Im hdt +
κ

2
Re f ′′dt

= Re (f ′h +
κ

2
f ′′)dt− Re f ′dξ(t) = −Re f ′dξ(t);
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and

dV (Zt) = VxdXt + VydYt +
κ

2
Vxxdt

= Im f ′Re hdt− Im f ′dξ(t) + Re f ′Im hdt +
κ

2
Im f ′′dt

= Im (f ′ϕ +
κ

2
f ′′)dt− Im f ′dξ(t) = −Im f ′dξ(t).

Thus df(Zt) = −f ′(Zt)dξ(t), and so f(Zt) is a local martingale. 2

Now we suppose κ > 4 and ABC is a triangle with ∠B = ∠C = 2
κ
π. Suppose f

maps Sπ conformally onto ABC, such that f(0) = A, f(+∞) = B and f(−∞) = C.

We may check that f satisfies the condition of Lemma 2.3.4. In fact, let g(z) = f(ln z).

Then g maps H conformally onto ABC and g(1) = A, g(∞) = B and g(0) = C. We

then have
g′′(z)

g′(z)
= −4

κ
· 1

z − 1
+

(
2

κ
− 1

)
· 1

z
.

Thus g′(z) = C(z − 1)−
4
κ z

2
κ
−1. Since f(z) = g(ez), we have

f ′(z) = C(ez − 1)−
4
κ (ez)

2
κ = C(sinh(z/2))−

4
κ .

Hence f ′′(z) = − 2
κ
ϕ(z)f ′(z) as desired. Note that f is bounded, and it extends

continuously to the boundary of Sπ and is analytic on [0, +∞), (−∞, 0] and {Im z =

π}. Thus we have

Theorem 2.3.3 f(Zt(z)), 0 ≤ t < τ(z), is a martingale for z ∈ Sπ \ {0}.

By Lemma 2.3.3, f(Zt(z)) may only tend to A, B, or C depending on z ∈ K∞,

S+ or S−. Hence we have

Corollary 2.3.1 Suppose f(z) = aA + bB + cC with a, b, c ∈ R, and a + b + c = 1.

Then the probability of z ∈ K∞, z ∈ S+ or z ∈ S− is a, b or c, respectively. Thus

f(m + πi), f(r) and f(l) are uniformly distributed on the sides [B, C], [A,B] and

[A,C], respectively. And the expected area of f(K∞), f(S+) and f(S−) are all equal

to area(ABC)/3.
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If κ ∈ [4/3, 4], we choose A = ∞ and still let ∠B = ∠C = 2
κ
π. And let f be

defined in the same way. Now ABC is not a triangle. Theorem 2.3.3 holds with the

term martingale replaced by local martingale. For κ = 4, ABC is bounded by two

half lines and a line segment orthogonal to them. If we project f(Zt) to that line

segment, we also get a bounded martingale. If κ = 2, ABC is a half plane. In all

above cases, from the definition of general strip SLEκ, (f(Kt)) has the law of strip

SLEκ(ABC; A → BC).

2.4 Annulus SLE

2.4.1 Definition

Annulus SLE grows in a doubly connected domain. For p ∈ (0,∞), we denote by Ap

the standard annulus of modulus p:

Ap := {z ∈ C : e−p < |z| < 1}.

Let Cp := e−p∂D. So Ap is bounded by C0 and Cp. Every doubly connected domain

D is conformally equivalent to a unique Ap, where p = M(D) is the modulus of D.

We may first define SLE on the standard annuli, and then extend the definition to

arbitrary doubly connected domains via conformal maps.

Denote

Sp(z) = lim
N→∞

N∑

k=−N

e2kp + z

e2kp − z
.

Let ξ : [0, a) → R, a ∈ (0, p], be a continuous function. Consider the following annulus

Loewner equation:

∂tϕt(z) = ϕt(z)Sp−t(ϕt(z)/eiξ(t)), ϕ0(z) = z. (2.4.1)

For 0 ≤ t < a, let Kt be the set of z ∈ Ap such that the solution ϕs(z) blows up

before or at time t. We call Kt and ϕt, 0 ≤ t < p, the standard modulus p annulus
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LE hulls and maps driven by ξ.

We recall some facts about Sr:

(i) Sr is analytic in C \ {0} \ {e2kr : k ∈ Z};
(ii) {e2kr : k ∈ Z} are simple poles of Sr;

(iii) ReSr ≡ 1 on Cr = {z ∈ C : |z| = e−r};
(iv) ReSr ≡ 0 on C0 \ {1};
(v) ReSr > 0 in Ar; and

(vi) ImSr ≡ 0 on R \ {0} \ {poles}.
Moreover, suppose f is an analytic function in Ar, Re f is non-negative, and

Re f(z) tends to a constant c as z → Cr, then there is some positive measure µ = µ(f)

on C0 of total mass c such that

f(z) =

∫

C0

Sr(z/χ)dµ(χ) + iC, (2.4.2)

for some real constant C. If Re f(z) tends to zero as z approaches the complement of

an arc α of C0, then µ(f) is supported by α. If f is bounded, then the radial limit of

f on C0 exists a.e., and dµ(f)/dm = f |C0 . The proof is similar to that of the Poisson

integral formula.

Divide both sides of equation (2.4.1) by ϕt(z) and take the real part. We get

∂t ln |ϕt(z)| = ReSp−t(ϕt(z)/eiξ(t)). (2.4.3)

From the values of ReSp−t on Cp−t and C0 we see that if z ∈ C0 \ {1}, then ϕt(z) ∈
C0 \ {1} until it blows up; if z ∈ Cp, then ϕt(z) ∈ Cp−t for 0 ≤ t < p. Thus for

z ∈ Ap, ϕt(z) stays between C0 and Cp−t until it blows up. So ϕt maps Ap \ Kt

into Ap−t. The fact that Sp−t is analytic implies that for every t ∈ [0, p), ϕt is a

conformal map of Ap \Kt. By considering the backward flow, it is easy to see that ϕt

maps Ap \Kt onto Ap−t. Thus Kt is a hull in Ap on C0. In general, if D is a doubly

connected domain with boundary components S and S ′, and K is a hull in D on S,

then the capacity of K in D w.r.t. S ′, denoted by CD,S′(K), is defined as the value
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of M(D)−M(D \K). The capacity is non-negative, and it is 0 iff K = ∅. Here we

have CAp;Cp(Kt) = t for all t.

Proposition 2.4.1 The following two statements are equivalent:

(i) (Kt) is a family of standard modulus p LE hulls;

(ii) t 7→ Kt is a Loewner chain Ap on C0, and CAp,Cp(Kt) = t for all t.

Moreover, {eiξ(t)} = ∩ε>0ϕt(Kt+ε \Kt), where ξ(t) is the driving function, and ϕt is

the corresponding map. And if we don’t assume CAp,Cp(Kt) = t for all t in (ii), then

we can make (Kt) to be a family of standard annulus LE hulls through a time-change.

Proof. The method is very similar to the proof of its counterparts in the radial and

chordal cases. So we omit the most part of it. One thing we want to show here is how

we derive ϕt from Kt in the proof of (ii) implies (i). We first choose ϕ̂t that maps

Ap \Kt conformally onto Ap−t such that ϕ̂t(Cp) = Cp−t and ϕ̂t(e
−p) = et−p. Then we

can prove that ϕ̂t satisfies the equation

∂tϕ̂t(z) = ϕ̂t(z)(Sp−t(ϕ̂t(z)/eiξ̂(t))− iImSp−t(e
t−p/χ̂t)), ϕ̂0(z) = z,

for some continuous ξ̂ : [0, p) → R. And {eiξ̂(t)} = ∩ε>0ϕ̂t(Kt+ε \Kt). Define

θ(t) =

∫ t

0

ImSp−s(e
s−p/eiξ̂(s))ds,

ξ(t) = θ(t) + ξ̂(t) and ϕt(z) = eiθ(t)ϕ̂t(z), for t ∈ [0, p). Then ϕ0(z) = ϕ̂0(z) = z, ϕt

maps Ap \Kt conformally onto Ap−t, {χt} = ∩u>0ϕt(Kt+u \Kt), and

∂t ln ϕt(z) = ∂t ln ϕ̂t(z) + iθ′(t) = Sp−t(ϕ̂t(z)/eiξ̂(t)) = Sp−t(ϕt(z)/eiξ(t)).

Thus ∂tϕt(z) = ϕt(z)Sp−t(ϕ(z)/eiξ(t)). So Kt, 0 ≤ t < p, are the standard modulus p

annulus LE hulls, driven by ξ. 2

If ξ(t) =
√

κB(t), 0 ≤ t < p, then the law of the standard modulus p annulus LE

hulls driven by ξ is called the standard modulus p annulus SLEκ. It is a measure on
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the space of Loewner chains in Ap started from 1. Suppose D is a doubly connected

domain with one boundary component S, and w is a prime end of D that does not

lie on S. Then there exists a conformal map from (Ap; 1,Cp), where p = M(D),

onto (D; w, S). the annulus SLEκ(D; w → S) is defined as the image of the standard

modulus p annulus SLEκ under W .

The annulus SLEκ(D; w → S) is preserved under the self anti-conformal map of

(D; w, S), and has the property of conformally equivalent time-homogeneity. The

meaning is the following. Suppose p = M(D). Fix b ∈ (0, p). Let pa = p−b. Suppose

(Kt) has the law of the annulus SLEκ(D; w → S), (K1
t ) has the law of the standard

modulus p1 annulus SLEκ, and (Kt) and (K1
t ) are independent. Then there is a

conformal map g from Ap1 onto D \Kb that is determined by (Kt, 0 ≤ t ≤ b); and the

process (K2
t ) defined by K2

t = Kt for 0 ≤ t ≤ b and K2
t = Kb∪g−1(K1

t−b) for b ≤ t ≤ p1

also has the law of the annulus SLEκ(D; w → S). The above two properties do not

determine a measure on standard annulus LE hulls up to a parameter κ. For example,

suppose h is any continuous increasing function on [0,∞) such that h(0) = 0. For

p > 0, let ξp(t) := B(h(p − t)) − B(h(p)). For each p > 0, let µp be the law of the

standard modulus p annulus LE hulls driven by ξp. Then {µp} satisfies the above

properties, and µp is a standard modulus p annulus SLE only if h(t)/t is constant on

(0, p].

2.4.2 Equivalence of annulus and radial SLE

Suppose Ω is a simply connected domain, a is a prime end, and b is an interior point.

Suppose F % {b} is an interior hull in Ω. Then Ω \ F is a doubly connected domain

with two boundary components ∂Ω and ∂F . Let p := M(Ω \ F ). For a fixed κ > 0,

let (Kt) has the law of radial SLEκ(Ω; a → b), and (Ls) has the law of annulus

SLEκ(Ω \ F ; a → ∂F ). Let TF be the first time that Kt intersects F . Then we have

Theorem 2.4.1 (i)If κ = 6, the law of (Kt)0≤t<TF
, is equal to that of (Ls)0≤s<p, up

to a time-change.

(ii)If κ > 0 and κ 6= 6, there exist two sequences of stopping times {Tn} and {Sn} such
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that T = ∨nTn, p = ∨nSn, and for each n ∈ N, the law of (Kt)0≤t≤Tn is equivalent to

that of (Ls)0≤s≤Sn, up to a time-change.

By conformal invariance, we may assume that Ω = D, a = 1 and b = 0. Then

(Kt, 0 ≤ t < ∞) has the law of the standard radial SLEκ. Suppose ϕt and ξ(t) =
√

κB(t), 0 ≤ t < ∞, are the corresponding standard radial LE maps and driving

function, respectively. Suppose W maps D\F conformally onto Ap so that W (1) = 1.

Since t 7→ Kt, 0 ≤ t < ∞, is a Loewner chain in D, it is clear that t 7→ Kt, 0 ≤ t < TF ,

is a Loewner chain in D\F on C0. By conformal invariance, t 7→ W (Kt), 0 ≤ t < TF ,

is a Loewner chain in Ap on C0. Let u(t) := CD,∂F (K) = CAp,Cp(W (K)). Then u is

a continuous increasing function and maps [0, TF ) onto [0, p). Let v be the inverse of

u. By Proposition 2.4.1, W (Kv(s)), 0 ≤ s < p, are the standard annulus modulus p

LE hulls driven by some continuous function ζ : [0, p) → R. Let ψs, 0 ≤ s < p, be

the corresponding standard annulus LE maps.

Now ϕt maps D \ F \Kt conformally onto D \ ϕt(F ). Let ft := ψu(t) ◦W ◦ ϕ−1
t .

Then ft maps D \ ϕt(F ) conformally onto Ap−u(t), and ft(C0) = C0. By Schwarz

reflection, we may extend ft conformally to Σt, which is the union of D \ ϕt(F ),

C0, and the reflection of D \ ϕt(F ) w.r.t. C0. Note that ft maps ϕt(Kt+a \ Kt) to

ψu(t)(W (Kt+a) \ W (Kt)) for a > 0. From Proposition 2.4.1, we see that {eiζ(t)} =

∩a>0ψu(t)(W (Kt+a) \W (Kt)). And from formula (2.2.2), we know that {eiξ(t)} =

∩a>0ϕt(Kt+a \Kt). Thus eiζ(t) = ft(e
iξ(t)).

Recall that for a hull K in a dimply connected domain D and z ∈ D \K, CD;z(K)

is the capacity of K in D w.r.t. z. Similarly as Lemma 2.8 in [4], using the integral

formulas for capacities of hulls in D and Ap, it is not hard to derive the following

Lemma:

Lemma 2.4.1 Suppose x, y ∈ C0, and G is a conformal map from a neighborhood U

of x onto a neighborhood V of y such that G(U ∩ D) = V ∩ D. Fix any p > 0. For

every ε > 0, there is r = r(ε) > 0 such that if K is a non-empty hull in D on C0 and

K ⊂ B(x; r), which is the open ball of radius r about x, then G(K) is a hull in Ap
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on C0, and ∣∣∣∣
CAp,Cp(G(K))

CD,0(K)
− |G′(x)|2

∣∣∣∣ < ε.

Now ϕt(Kt+a \Kt) is a hull in D, ϕt+a ◦ ϕ−1
t maps D \ ϕt(Kt+a \Kt) conformally

onto D, fixes 0, and (ϕt+a ◦ϕ−1
t )′(0) = ea. So the capacity of ϕt(Kt+a \Kt) in D w.r.t.

0 is a. Similarly, ψu(t)(W (Kt+a \W (Kt)) is a hull in Ap−u(t) on C0, and the capacity

is u(t + a)− u(t). From Lemma 2.4.1 we conclude that u′+(t) = |f ′t(eiξ(t))|2.
Let H := {(t, z) : 0 ≤ t < TF , z ∈ Σt} and G(ξ) = {(t, eiξ(t)) : 0 ≤ t < TF}.

By the definition of ft, we see that (t, z) 7→ f ′t(z) is continuous in H \ G(χ). Note

that f ′t is analytic in Σt for each t ∈ [0, TF ). The maximum principle implies that

(t, z) 7→ f ′t(z) is continuous in H. In particular, t 7→ f ′t(e
iξ(t)) is continuous. So we

have

Lemma 2.4.2 u(t) is C1 continuous, and u′(t) = |f ′t(eiξ(t))|2.

The fact W (1) = 1 implies that eiζ(0) = 1. We may choose ζ(0) = 0, and lift ft to

the covering space. Let ei denote the function z 7→ eiz. Let Σ̃t := (ei)−1(Σt). There is

a unique family of conformal maps f̃t on Σ̃t such that ei ◦ f̃t = ft ◦ ei, f̃t(ξ(t)) = ζ(t),

and f̃t takes real values on R. Then we have u′(t) = f̃ ′t(ξ(t))
2.

Lemma 2.4.3 (t, x) 7→ f̃t(x) is C1,∞ continuous on [0, TF ) × R. And for all t ∈
[0, TF ), ∂tf̃t(ξ(t)) = −3f̃ ′′t (ξ(t)).

Proof. For any t ∈ [0, TF ), and z ∈ D \ F \Kt, we have ft ◦ ϕt(z) = ψu(t) ◦W (z).

Taking the derivative w.r.t. t, we compute

∂tft(ϕt(z)) + f ′t(ϕt(z))ϕt(z)
eiξ(t) + ϕt(z)

eiξ(t) − ϕt(z)

= u′(t)ψu(t)(W (z))Sp−u(t)(ψu(t)(W (z))/eiζ(t)).

By Lemma 2.4.2, u′(t) = |f ′t(eiξ(t))|2. Thus for any t ∈ [0, TF ) and z ∈ D \ F \Kt,

∂tft(ϕt(z)) = |f ′t(eiξ(t))|2ft(ϕt(z))Sp−u(t)(ft(ϕt(z))/ft(e
iξ(t)))
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−f ′t(ϕt(z))ϕt(z)
eiξ(t) + ϕt(z)

eiξ(t) − ϕt(z)
.

For any t ∈ [0, TF ), and w ∈ D \ ϕt(F ), we have ϕ−1
t (w) ∈ D \ F \Kt. Thus

∂tft(w) = |f ′t(eiξ(t))|2ft(w)Sp−u(t)(ft(w)/ft(e
iξ(t)))− f ′t(w)w

eiξ(t) + w

eiξ(t) − w
.

Let gt(w) be the right-hand side of the above formula for t ∈ [0, TF ) and w ∈ Σt \
{eiξ(t)}. Then for each t ∈ [0, TF ), gt(w) is analytic in Σt\{eiξ(t)}. And (t, w) 7→ gt(w)

is C0,∞ continuous on H \G(ξ).

Now fix t0 ∈ [0, TF ). Let us compute the limit of gt0(w) when w → eiξ(t0). Since

Sp−u(t0)(ft0(w)/ft0(e
iξ(t0)))− ft0(e

iξ(t0)) + ft0(w)

ft0(e
iξ(t0))− ft0(w)

→ 0, as w → χt0 ,

so the limit of gt0(w) is equal to the limit of the following function:

|f ′t0(eiξ(t0))|2ft0(w)
ft0(e

iξ(t0)) + ft0(w)

ft0(e
iξ(t0))− ft0(w)

− f ′t0(w)w
eiξ(t0) + w

eiξ(t0) − w
.

Let w = eix, we may express the above formula in term of x, ξ(t0) and f̃t0 , as follows:

f̃ ′t0(ξ(t0))
2eif̃t0 (x) e

if̃t0 (ξ(t0)) + eif̃t0 (x)

eif̃t0 (ξ(t0)) − eif̃t0 (x)
− f̃ ′t0(x)eif̃t0(x) e

iξ(t0) + eix

eiξ(t0) − eix

= −ieif̃t0 (x)[f̃ ′t0(ξ(t0))
2 cot(

f̃t0(x)− f̃t0(ξ(t0))

2
)− f̃ ′t0(x) cot(

x− ξ(t0)

2
)].

By expanding the Laurent series of cot(z/2) near 0, we see that the limit of the

above formula is 3ieif̃t0 (ξ(t0))f̃ ′′t0(ξ(t0)) = 3ift0(e
iξ(t0))f̃ ′′t0(ξ(t0)). Therefore gt has an

analytic extension to Σt for each t ∈ [0, TF ). The maximum principle also implies

that gt(w) is C0,∞ continuous in H, and ∂tft(w) = gt(w) holds in the whole H. Thus

ft(w) is C1,∞ continuous on [0, TF )×C0, and f̃t(w) is C1,∞ continuous on [0, TF )×R.

Finally,

∂tf̃t(ξ(t)) =
i∂tft(e

iξ(t))

ft(eiξ(t))
=

igt(e
iξ(t))

ft(eiξ(t))
=
−3ft(e

iξ(t))f̃ ′′t (ξ(t))

ft(eiξ(t))
= −3f̃ ′′t (ξ(t)). 2
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Proof of Theorem 2.4.1. Note that ζ(t) = f̃t(ξ(t)), ξ(t) =
√

κB(t), and from the

last lemma, ∂tf̃t(ξ(t)) = −3f̃ ′′t (ξ(t)). By Itô’s formula, we have

dζ(u(t)) = f̃ ′t(ξ(t))dξ(t) + (
κ

2
− 3)f̃ ′′t (ξ(t))dt.

Since u′(t) = f̃ ′t(ξ(t))
2, so

dζ(t) = dξ1(t) + (
κ

2
− 3)f̃ ′′v(s)(ξ(t))/f̃

′
v(s)(ξ(t))

2dt,

where ξ1(t) =
√

κB1(t), 0 ≤ t < p, and B1(t) is another standard Brownian motion.

Note that ζ0 = 0. If κ = 6, then ζ(t) = ξ1(t), 0 ≤ t < p. Thus (W (Kv(s)))0≤s<p has

the law of the standard modulus p annulus SLEκ=6. So (Kv(s))0≤s<p has the same law

as (Ls)0≤s<p.

If κ > 0 and κ 6= 6, then dζ(s) = dξ1(s) + a drift term. The remaining part

follows from Girsanov’s Theorem. 2

From this proof, it is clear that if a family of standard modulus p annulus LE hulls

(Kt) is equivalent to radial SLEκ in the sense of the above theorem, then the driving

function is
√

κB(t) plus some C1 continuous function. If the law of (Kt) also satisfies

the properties of symmetry and the conformally equivalent time-homogeneity, then

the driving function must be
√

κB(t). So the standard annulus SLEκ is determined

by the three properties.

This equivalence theorem implies the a.s. existence of annulus SLE trace. Suppose

(Kt) has the law of the standard modulus p annulus SLEκ. Then there is a.s. a random

curve β : [0, p) → Ap ∪C0 with β(0) = 1 such that for each t, Kt is the complement

in Ap of the component of Ap \ β[0, t] whose boundary contains Cp. If κ ≤ 4, then

β is simple and Kt = β(0, t]. Such β is called a standard modulus p annulus SLEκ

trace. Through a conformal map, we could define annulus SLEκ trace in an arbitrary

doubly connected domain.

From the strong equivalence for κ = 6, if β is a standard modulus p annulus SLE6

trace, then limt→p β(t) exists on Cp a.s.. The same is true for κ = 2 thanks to the
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convergence of LERW to SLE2( see Chapter 4). It is not known now whether this is

true for other κ.

2.5 Disc SLE

2.5.1 Definition

Proposition 2.5.1 Suppose ξ : (−∞, a) → R, −∞ < a ≤ 0, is continuous. Then

there is an interior Loewner chain t 7→ Kt, −∞ < t < a, in D started from 0, and a

family of maps ϕt, −∞ < t < a, such that each ϕt maps D \Kt conformally onto A|t|
with ϕt(C0) = C|t|, and





∂tϕt(z) = ϕt(z)S|t|(ϕt(z)/eiξ(t)), −∞ < t < a;

limt→−∞ et/ϕt(z) = z, ∀z ∈ D \ {0}.
(2.5.1)

Such Kt and ϕt are uniquely determined by ξ, and {eiξ(t)} = ∩ε>0ϕt(Kt+ε \Kt). We

call Kt and ϕt, −∞ < t < a, the standard disc LE interior hulls and maps driven by

ξ.

Before the proof, we need the notation of convergence of plane domain sequences.

We say that a sequence of plane domains {Ωn} converges to a plane domain Ω, or

Ωn → Ω, if

(i) every compact subset of Ω lies in Ωn, for n large enough;

(ii) for every z ∈ ∂Ω there exists zn ∈ ∂Ωn for each n such that zn → z.

Note that a sequence of domains may have more than one limits. The following

lemma is similar to Theorem 1.8, the Carathéodory kernel theorem, in [12].

Lemma 2.5.1 Suppose Ωn → Ω, fn maps Ωn conformally onto Gn, and fn converges

to some function f on Ω uniformly on each compact subset of Ω. Then either f is

constant on Ω, or f maps Ω conformally onto some domain G. And in the latter

case, Gn → G and f−1
n converges to f−1 uniformly on each compact subset of G.
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Proof of Proposition 2.5.1. For fixed r ∈ (−∞, a), let ϕr
t , r ≤ t < a, be the

solution of

∂tϕ
r
t (z) = ϕr

t (z)S|t|(ϕ
r
t (z)/eiξ(t)), ϕr

r(z) = z. (2.5.2)

For r ≤ t < a, let Kr
t be the set of z ∈ A|r| such that ϕr

s(z) blows up at some time

s ∈ [r, t]. Then s 7→ Kr
r+s, 0 ≤ s < a − r, is a Loewner chain in A|r| on C0, and ϕr

t

maps A|r| \Kr
t conformally onto A|t| with ϕr

t (C|r|) = C|t|. By the uniqueness of the

solution of ODE, if t1 ≤ t2 ≤ t3 < a, then ϕt2
t3 ◦ϕt1

t2(z) = ϕt1
t3(z), for z ∈ A|t1| \Kt1

t3 . For

t < 0, define Rt(z) = et/z. Then Rt maps A|t| conformally onto itself, and exchanges

its two boundary components. Define ϕ̂r
t = Rt ◦ϕr

t ◦Rr, and K̂r
t = Rr(K

r
t ). Then K̂r

t

is a hull in A|r| on C|r|, and ϕ̂r
t maps A|r|\K̂r

t conformally onto A|t| with ϕ̂r
t (C0) = C0.

We also have ϕ̂t2
t3 ◦ ϕ̂t1

t2(z) = ϕ̂t1
t3(z), for z ∈ A|t1| \ K̂t1

t3 , if t1 ≤ t2 ≤ t3 < a. And ϕ̂r
t

satisfies

∂tϕ̂
r
t (z) = ϕ̂r

t (z)Ŝ|t|(ϕ̂
r
t (z)/e−iξ(t)), ϕ̂r

r(z) = z,

where Ŝp(z) := 1− Sp(e
−p/z) for p > 0. A simple computation gives:

|Ŝp(z)| ≤ 8e−p/|z|, if 4e−p ≤ |z| ≤ 1.

We then have

|ϕ̂r
t (z)− z| ≤ 8et, if r ≤ t < 0, and 12et ≤ |z| ≤ 1. (2.5.3)

Now let ψ̂r
t be the inverse of ϕ̂r

t . If t1 ≤ t2 ≤ t3 < a, then ψ̂t1
t2 ◦ ψ̂t2

t3 (z) = ψ̂t1
t3 (z),

for any z ∈ A|t3|. For fixed t ∈ (−∞, a), {ψ̂r
t : r ∈ (−∞, t]} is a family of uniformly

bounded conformal maps on A|t|, so is a normal family. This implies that we can

find a sequence rn → −∞ such that for any m ∈ N, {ψ̂rn−m} converges to some

ψ̂−m, uniformly on each compact subset of Am. Let βn = ψ̂rn−m(Cm/2). Then βn is

a Jordan curve in A|rn| \ K̂rn−m that separates the two boundary components. So 0

is contained in the Jordan domain determined by βn. Note that {ψ̂rn−m} maps Am/2

onto the domain bounded by βn and C0, whose modulus has to be m/2. So βn is
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not contained in B(0; e−m/2). This implies that the diameter of βn is not less than

e−m/2. So ψ̂−m can’t be a constant. By Lemma 2.5.1, ψ̂−m maps Am conformally onto

some domain D−m, and ψ̂rn−m(Am) → D−m. Since ψ̂rn−m(Am) = A|rn| \ K̂rn−m ⊂ D \ {0},
D−m ⊂ D \ {0}. Since M(A|rn| \ K̂rn−m) = m, there is some am ∈ (0, 1) such that

B(0; ern) ∪ K̂rn−m ⊂ B(0; e−am) for all rn. So Aam contains no boundary points of

A|rn| \ K̂rn−m = ψ̂rn−m(Am). Since these domains converge to D−m as n → ∞, so

Aam contains no boundary points of D−m, which means that either Aam ⊂ D−m or

Aam ∩ D−m = ∅. Now let γn = ψ̂rn−m(Cam/2). For the same reason as βn, we have

γn 6⊂ B(0; e−am/2). So there is zn ∈ Cam/2 such that |ψ̂rn−m(zn)| ≥ e−am/2. Let z0 be

any subsequential limit of {zn}, then z0 ∈ Cam/2 ⊂ Am and |ψ̂−m(z0)| ≥ e−am/2, so

ψ̂−m(z0) ∈ Aam . Thus D−m ∩ Aam 6= ∅, and so Aam ⊂ D−m. Hence D−m has one

boundary component C0. Using similar arguments, we have ψ̂t(C0) = C0.

If rn < −m1 < −m2, then ψ̂rn−m1
◦ ψ̂−m1−m2

= ψ̂rn−m2
, which implies ψ̂−m1 ◦ ψ̂−m1−m2

=

ψ̂−m2 . For t ∈ (−∞, 0), choose m ∈ N with −m ≤ t, define ψ̂t = ψ̂−m ◦ ψ̂−m
t and

Dt = ψ̂t(A|t|). It is easy to check that the definition of ψ̂t is independent of the choice

of m, and the following properties hold. For all t ∈ (−∞, 0), Dt is a doubly connected

subdomain of D \ {0} that has one boundary component C0, and ψ̂t(C0) = C0; ψ̂rn
t

converges to ψ̂t, uniformly on each compact subset of A|t|. If r < t < 0, then

ψ̂t = ψ̂r ◦ ψ̂r
t ; Dt $ Dr, and Dr \Dt = ψ̂r(K̂

r
t ).

Let ϕ̂t on Dt be the inverse of ψ̂t. By Lemma 2.5.1, ϕ̂rn
t converges to ϕ̂t as

n → ∞, uniformly on each compact subset of Dt. Thus from formula (2.5.3), we

have |ϕ̂t(z) − z| ≤ 8et, if 12et ≤ |z| < 1. It follows that limt→−∞ ϕ̂t(z) = z, for any

z ∈ D \ {0}. We also have ϕ̂t(z) = ϕ̂−m
t ◦ ϕ̂−m(z), if −m ≤ t < 0 and z ∈ Dt. Let

ϕt = Rt ◦ ϕ̂t on Dt. Then ϕt maps Dt conformally onto A|t|, takes C0 to C|t|, and

lim
t→−∞

et/ϕt(z) = lim
t→−∞

ϕ̂t(z) = z, for any z ∈ D \ {0}.

If −m ≤ t, then ϕt(z) = ϕ−m
t ◦R−m ◦ ϕ̂−m(z), ∀z ∈ Dt. By formula (2.5.2), we have

∂tϕt(z) = ϕt(z)S|t|(ϕt(z)/eiξ(t)), −m ≤ t < 0.
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Since we may choose m ∈ N arbitrarily, formula (2.5.1) holds.

Let Kt = D \ Dt. Since Dt is a doubly connected subdomain of D \ {0} with a

boundary component C0, Kt is an interior hull in D and 0 ∈ Kt. The fact M(Dt) =

|t| → ∞ as t → −∞ implies that the diameter of Kt tends to 0 as t → −∞. So

{0} = ∩Kt. If t1 < t2 < a, then Kt1 $ Kt2 , as Dt1 % Dt2 . Fix any r ∈ (−∞, a). For

t ∈ [r, a), Kt \Kr = Dr \ Dt = ψ̂r(K̂
r
t ). From conformal invariance, s → ψ̂r(K̂

r
r+s),

0 ≤ s < a− r, is a Loewner chain in Dr on ∂Kr. Thus t 7→ Kt is an interior Loewner

chain in D started from 0.

For any t ∈ (−∞, a) and ε ∈ (0, a− t), we have

ϕt(Kt+ε \Kt) = ϕt(ψ̂t(K̂
t
t+ε)) = Rt ◦ ϕ̂t ◦ ψ̂t ◦Rt(K

t
t+ε) = Kt

t+ε.

Since (Kt
t+ε, 0 ≤ ε < a − t) is a family of standard modulus p annulus LE hulls

driven by ξ(t + ·), so we have {ξ(t)} = ∩ε>0Kt
t+ε, from which follows that {ξ(t)} =

∩ε>0ϕt(Kt+ε \Kt).

Suppose t 7→ K∗
t , −∞ < t < a, is an interior Loewner chain in D started from

0, and ϕ∗t , −∞ < t < a, is a family of maps such that for each t, ϕ∗t maps D \ K∗
t

conformally onto A|t| and formula (2.5.1) holds with ϕt replaced by ϕ∗t . By the

uniqueness of the solution of ODE, we have ϕ∗t = ϕr
t ◦ ϕ∗r, if r ≤ t < 0. So Rt ◦ ϕ∗t =

ϕ̂r
t ◦ Rr ◦ ϕ∗r. Now choose r = rn and let n → ∞. Since Rrn ◦ ϕ∗rn

→ id by formula

(2.5.1), and ϕ̂rn
t → ϕ̂t, so Rt ◦ ϕ∗t = ϕ̂t, from which follows that ϕ∗t = Rt ◦ ϕ̂t = ϕt

and K∗
t = Kt. 2

Proposition 2.5.2 Suppose t 7→ Kt, −∞ < t < a, is an interior Loewner chain in

D started from 0 such that M(D \Kt) = |t| for each t. Then (Kt, −∞ < t < a, is a

family of standard disc LE interior hulls. And if we don’t assume that M(D\Kt) = |t|
for each t, then after a time-change, we can make (Kt) to be a family of standard disc

interior LE hulls.

Proof. We only need to consider the case that M(D \Kt) = |t|, for all −∞ < t < a.

For each t ∈ (−∞, a), choose g∗t which maps D \ Kt conformally onto A|t| so that
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g∗t (1) = 1. Let ϕ∗t = Rt ◦ g∗t , where Rt(z) = et/z. Then ϕ∗t maps D \Kt conformally

onto A|t| with ϕ∗t (C0) = C|t| and ϕ∗t (1) = et. For any r ≤ t < 0, let K∗
r,t = ϕ∗r(Kt\Kr).

Then for fixed r < a, s 7→ K∗
r,r+s, 0 ≤ s < a − r), is a Loewner chain in A|r| on C0.

Now ϕ∗t ◦(ϕ∗r)−1 maps A|r|\K∗
r,t conformally onto A|t|, and satisfies ϕ∗t ◦(ϕ∗r)−1(er) = et.

From the proof of Proposition 2.4.1, there exists some continuous ξ∗r : [r, 0) → R such

that for r ≤ t < 0,

∂tϕ
∗
t ◦ (ϕ∗r)

−1(w) = ϕ∗t ◦ (ϕ∗r)
−1(w)[S|t|(ϕ

∗
t ◦ (ϕ∗r)

−1(w)/eiξ∗r (t))− iImS|t|(e
t/eiξ∗r (t))].

It then follows that

∂tϕ
∗
t (z) = ϕ∗t (z)[S|t|(ϕ

∗
t (z)/eiξ∗r (t))− iImS|t|(e

t/eiξ∗r (t))], r ≤ t < 0.

So eiξ∗r1(t) = eiξ∗r2 (t) if r1, r2 ≤ t. We then can construct a continuous ξ∗ : (−∞, a) → R,

such that

∂tϕ
∗
t (z) = ϕ∗t (z)[S|t|(ϕ

∗
t (z)/eiξ∗(t))− iImS|t|(e

t/eiξ∗(t))], −∞ ≤ t < a.

Consequently,

∂tg
∗
t (z) = g∗t (z)[Ŝ|t|(ϕ

∗
t (z)/e−iξ∗(t))− iIm Ŝ|t|(e

iξ∗(t))], −∞ ≤ t < a.

Since |Ŝ|t|(z)| ≤ 8et when 4et ≤ |z| ≤ 1, |Im Ŝ|t|(eiξ∗(t))| decays exponentially as

t → −∞. Let θ(t) =
∫ t

−∞ Im Ŝ|s|(eiξ∗(s))ds, gt(z) = eiθ(t)g∗t (z), and ξ(t) = ξ∗(t)− θ(t).

Then gt maps D \Kt conformally onto A|t| with gt(C0) = C0, and

∂t ln gt(z) = ∂t ln g∗t (z) + iθ′(t) = Ŝ|t|(g
∗
t /e

−iξ∗(t)) = Ŝ|t|(ϕt/e
−iξ(t)).

Thus ∂tgt(z) = gt(z)Ŝ|t|(gt(z)/e−iξ(t)). From the estimation of Ŝ|t|, we have

|gt(z)− gr(z)| ≤ 8et, if 12et ≤ |gr(z)| ≤ 1, and r ≤ t < 0.
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Since Kt contains 0 and M(D \ Kt) = |t|, the diameter of Kt tends to zero as

t → −∞. Let Dt = D\Kt. Then for any sequence tn → −∞, we have Dtn → D\{0}.
Since gtn is uniformly bounded, there is a subsequence that converges to some function

g on D \ {0} uniformly on each compact subset of D \ {0}. By checking the image of

C1 under gtn similarly as in the proof of Proposition 2.5.1, we see that g cannot be

constant. So by Lemma 2.5.1, g maps D\{0} conformally onto some domain D0 which

is a subsequential limit of A|tn| = gtn(Dtn). Since tn → −∞, D0 has to be D\{0} and

so g(z) = χz for some χ ∈ C0. Now this χ may depend on the subsequence of {tn}.
But we always have limt→−∞ |gt(z)| = |z| for any z ∈ D \ {0}. Now fix z ∈ D \ {0},
there is s(z) < 0 such that when r ≤ t < s(z), we have 12et ≤ |gr(z)| ≤ 1. Therefore

|gt(z)−gr(z)| ≤ 8et for r ≤ t < s(z). Thus limt→−∞ gt(z) exists for every z ∈ D\{0}.
Since we have a sequence tn → −∞ such that {gtn} converges pointwise to z 7→ χz

on D \ {0} for some χ ∈ C0, so limt→−∞ ϕt(z) = χz, for all z ∈ D \ {0}. Finally, let

ϕt(z) = Rt ◦ gt(z/χ). Then ϕt maps D \Kt conformally onto A|t|, takes C0 to C|t|,

and satisfies (disc LC1). 2

We still use B(t) to denote a standard Brownian motion. Let x be some uniform

random point on [0, 2π), independent of B(t). For κ > 0 and −∞ < t < 0, write

ξκ(t) = x+
√

κB(|t|). The process (eiξ(t)) is determined by the following properties: for

any fixed r < 0, (eiξ(t)/eiξ(r), r ≤ t < 0) has the same law as (eiB(κ(t−r)), r ≤ t < 0) and

is independent from eiξ(r). If Kt and ϕt, −∞ < t < 0, are the standard disc interior LE

hulls and maps, respectively, driven by ξκ, then we call the law of (Kt) the standard

disc SLEκ. Suppose D is a simply connected domain and p ∈ D. Let W map (D; 0)

conformally onto (D; p) and W ′(0) > 0. Then the disc SLEκ(D; p → ∂D) is defined

as the image of the standard disc SLEκ under the map W . The existence of standard

annulus SLEκ trace then implies the a.s. existence of standard disc SLEκ trace, which

is a curve β : [−∞, 0) → D such that γ(−∞) = 0, and for each t ∈ (−∞, 0), Kt is

the complement of the unbounded component of C \ γ[−∞, t]. If κ ≤ 4, the trace is

a simple curve; otherwise, it is not simple.
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2.5.2 Equivalence of disc and full plane SLE

Theorem 2.5.1 Let (Kt) has the law of the standard full plane SLE6. Suppose D

is a simply connected domain that contains 0. Let τ be the first t such that Kt 6⊂ Ω.

Then (Kt, 0 ≤ t < τ) has the law of the disc SLE6(D; 0 → ∂D) after a time-change.

Proof. Let ϕt and ξ be the full plane LE maps and driving function corresponding

to (Kt). Let Ft be the σ-algebra determined by {eiξ(s) : s ≤ t}. Since t 7→ Kt,

−∞ < t < ∞ is an interior Loewner chain in Ĉ started from 0, it is clear that

t 7→ Kt, −∞ < t < τ , is an interior Loewner chain in D started from 0. Let

u(t) = −M(Ω\Kt), for −∞ < t < τ . Then u is continuous and increasing, and maps

(−∞, τ) onto (−∞, 0). Let v be the inverse of u. Then for any t ∈ (−∞, 0), v(t) is

a (Ft) stopping time. Define F̂t := Fv(t). Let W map (D; 0) conformally onto (D; 0).

By Proposition 2.5.2 (W (Kv(s))) is a family of standard disc LE hulls. Let ψs and ζ be

the standard disc LE maps and driving function corresponding to (W (Kv(s))). Define

ft := ψt ◦W ◦ (ϕv(t))
−1. Similarly as before, we have ft(e

i(ξ(v(t)))) = ei(ζ(t)). Then

(eiζ(t)), (ψt), and (ft) are (F̂t) adapted. We have f̃t that satisfies ei ◦ f̃t = ft ◦ ei and

f̃t(ξ(v(t)) = ζ(t). Then one can check that v′(t) = (∂xf̃t(ξ(v(t))))−2 and ∂tf̃t(ξ(v(t)) =

−3∂2
xf̃t(ξ(v(t))/∂xf̃t(ξ(v(t)). Now fix r < 0. Let ξr(t) := ξ(v(r+t))−ξ(v(r)). There is

a (F̂r+t, t ≥ 0) standard Brownian motion Br(t) such that dξr(t) =
√

6v′(r+t)dBr(t).

From Ito’s formula, we see that ζ(r + t) − ζ(r) =
√

6Br(t). This also implies that

ζ(r+t)−ζ(r) is independent of eiζ(s), s ≤ r. Thus (eiζ(r)) has the same law as (eiξ6(t)).

So (W (Kv(t))) has the law of the standard disc SLE6, from which follows that (Kv(t))

has the law of the disc SLE6(D; 0 → ∂D). 2

Corollary 2.5.1 The distribution of the hitting point of full plane SLE6 trace at ∂Ω

is the harmonic measure valued at 0.

An immediate consequence of this corollary is that the plane SLE6 hull stopped at

the hitting time of ∂Ω has the same law as the hull generated by a plane Brownian

motion started from 0 and stopped on exiting Ω. This result has been announced

and proved in [19] and [8]. See them for details.
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Chapter 3

Harmonic random Loewner chain

3.1 Some notations

3.1.1 Finite Riemann surfaces and conformal structure

Suppose R is a compact Riemann surface. A subdomain D of R is called a finite

Riemann surface if R \ D is a union of finitely many mutually disjoint compact

contractible subsets of R, each of which contains more than one point. We call R the

underlying surface of D, and each component of R \ D an island of D. A compact

Riemann surface is also considered as a finite Riemann surface. The simply and

doubly connected domains are two special kinds of finitely Riemann surfaces.

Suppose f maps a finite Riemann surface D1 conformally onto a finite Riemann

surface D2. Then f induces a one-to-one correspondence f̂ from the set of islands of

D1 to the set of islands of D2 such that for any island A of D1, z ∈ D and z → A iff

f(z) → f̂(A). So D1 and D2 have the same number of islands. If K is a hull in D1

on A, then f(K) is a hull in D2 on f̂(A).

For any finite Riemann surface D, there exists f that maps D conformally onto a

finite Riemann surface E whose islands are all surrounded by analytic Jordan curves.

We call such f a boundary smoothing map of D. Suppose fj : D → Ej, j = 1, 2, are

two boundary smoothing maps. Then f2 ◦ f−1
1 maps E1 conformally onto E2. Since

E1 and E2 are all bounded by analytic Jordan curves, each of which bounds an island,

so f2 ◦ f−1
1 induces a one-to-one correspondence J from the set of Jordan curves that
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bound E1 to the set of Jordan curves that bound E2 such that for any one of these

analytic Jordan curves γ, z ∈ E1 and z → γ iff f2 ◦ f−1
1 (z) → J(γ). From Schwarz’s

reflection, f2 ◦ f−1
1 can be extended conformally across γ, and the extension maps γ

onto J(γ).

Now consider the set of all pairs (f, z) such that f is a boundary smoothing map

of D, and z ∈ f(D). Two pairs (f1, z1) and (f2, z2) are equivalent if the conformal

extension of f2 ◦ f−1
1 maps z1 to z2. Let D̂ be the set of all equivalent classes. There

is a unique conformal structure on D̂ such that for any boundary smoothing map f

of D, z 7→ [(f, z)] is a conformal map from f(D) onto D̂. Then z 7→ [(f, f(z))] is a

conformal map from D into D̂ independent of the choice of f . So we may view D

as a subset of D̂, and call D̂ the conformal closure of D. From the construction, a

conformal map between finite Riemann surfaces can be extended to a conformal map

between their conformal closures.

We call ∂̂D := ∂D\D the conformal boundary of D. It is clear that ∂̂D is a union

of finitely many mutually disjoint analytic Jordan curves, each of which is called a

side of D, and corresponds to an island A of D such that z ∈ D tends to a side in D̂

iff z ∈ D tends to the corresponding island. We call a point on ∂̂D a prime end of D.

This is equivalent to the prime ends defined in [1] and [12]. In fact, the definition in

[1] describes the property of a sequence of points in D that converges to a point on

∂̂D, and the definition in [12] describes a neighborhood basis bounded by crosscuts

of a point on ∂̂D.

If z0 ∈ ∂D, the boundary of D in its underlying surface R, corresponds to a prime

end w of D such that z ∈ D and z → z0 in R iff z → w in D̂, then we may also view

z0 as the prime end w. This may happen if there is a neighborhood V of z0 in R such

that ∂D ∩ V is a simple curve, and V is divided by that curve into two parts, one in

D, the other outside D; or there is a neighborhood V of z0 in R such that ∂D ∩ V is

a simple curve started from z0.
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3.1.2 Hulls and Loewner chains

Suppose F is an island of a finite Riemann surface D, and corresponds to the side

α of D. A closed subset K of D is called a hull in D on ∂F or on α if F ∪ K is a

compact contractible subset of R. Then D \K is still a finite Riemann surface with

the underlying surface R, F ∪ K is an island of D \K, and other islands of D \ K

are the islands of D other than F . A compact contractible subset of D that contains

more than one point is called an interior hull.

A Loewner chain in D on an island F is a function L from [0, T ) for some T ∈
(0,∞] into the space of hulls in D on F such that L(0) = ∅, L(t1) $ L(t2) when t1 < t2,

and for any fixed b ∈ (0, T ), and any compact subset F of D \ L(b), the extremal

length of the family of curves in D \ L(t + ε) that separate F from L(t + ε) \ L(t)

tends to 0 as ε → 0, uniformly in t ∈ [0, b]. An interior Loewner chain started from

z0 ∈ D is a function L from (−∞, T ) for some T ∈ (−∞,∞] into the space of interior

hulls in D such that {z0} = ∩L(t), L(t1) $ L(t2) when t1 < t2, and for any fixed

b ∈ (−∞, T ), L(b + t), 0 ≤ t < a− b, is a Loewner chain in D \ L(b) on L(b). Let ∆

be a function on the sets of Loewner chains or interior Loewner chains such that the

definition interval of L is [0, ∆(L)) or (−∞, ∆(L)). The definitions of (interior) hull

and Loewner chain clearly extend those defined in Section 2.1.

Suppose L is a Loewner chain in D on a side α. Fix t ∈ [0, ∆(L)). Let dt be

a metric on D̂ \ L(t). From the definition of a Loewner chain, we see that the dt-

diameter of L(t + ε) \L(t) tends to 0 as ε → 0+. So there is a unique prime end w(t)

of D \ L(t) that lies in the intersection of the closure of L(t + ε) \ L(t) in D̂ \ L(t).

We call w(t) the prime end determined by L at time t. Especially, w(0) ∈ α, and we

say that L is started from w(0). For example, a radial or chordal SLEκ(D; a → b) is

supported by the set of Loewner chains in D started from a.

If f maps D1 conformally onto D2, and K is a hull in D1 on a side α, then f(K)

is a hull in D2 on the side f(α). From conformal invariance of extremal length, if L

is a Loewner chain in D1 on α, then f ◦ L is a Loewner chain in D2 on f(α). This

property holds even locally. That means if L is started from the prime end w on the
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side α1 of D1, U is a neighborhood in D of w such that L(t) ⊂ U for all 0 ≤ t < ∆(L),

and f maps U conformally into a finite Riemann surface D2 such that z ∈ U and

z → α1 iff f(z) → α2 for some side α2 of D2, then f ◦ L is a Loewner chain in D2

started from f(w1) ∈ α2.

3.1.3 Topology and measure structure

Suppose D is a finite Riemann surface with the underlying surface R. Let d be

any metric on R. Then d induces a Hausdorff metric dH on Cld∗(R), the space of

nonempty closed subsets of R. Consider Cld(D), the space of closed subsets of D,

as a subspace of Cld∗(R) through the inclusion map K 7→ K ∪ (R \ D). Then dH

restricted to Cld(D) induces a topology T H
D on Cld(D). It is easy to see that T H

D is

independent of the choice of d, and is conformally invariant, which means that for

any conformal map f between two finite Riemann surfaces D1 and D2, K 7→ f(K)

is a homeomorphism from Cld(D1) onto Cld(D2). The topology T H
D then induces a

σ-algebra FH
D .

Let the σ-algebra on the space of (interior) Loewner chains be generated by the

sets {L : t < ∆(L), L(t) ∈ A}, where t ∈ R or R+ and A ∈ FH
D . The range of A could

be replaced by A = {∩F = ∅}, where F is a compact subset of D.

Now we consider the radial Loewner equation. The map from ξ to the family

of standard radial LE hulls (Kt) driven by ξ is a map dr from C[0, a) to the space

of Loewner chains in D. Now fixed a t and a compact subset F of D. From the

equation, if dr(ξ0)(t) ∩ F = ∅, then there is ε > 0 such that dr(ξ)(t) ∩ F = ∅ if

‖ξ − ξ0‖t := max{|ξ(s) − ξ0(s)| : 0 ≤ s ≤ t} is less than ε. So dr is a measurable

function. Since ξ(t) =
√

κB(t) gives a measure on C[0,∞), the standard radial SLEκ

is a measure on the space of Loewner chains in D. Similarly, the standard chordal

SLEκ is a measure on the space of Loewner chains in H. By conformal invariance,

any radial or chordal SLE in a simply connected domain D is a measure on the space

of Loewner chains in D.
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3.1.4 Positive harmonic functions

Let D and R be as before. Suppose I is a side or side arc of D. Then there is a

unique bounded continuous function H defined on D̂ taking away the extreme points

of I such that H is harmonic and positive in D, H ≡ 1 on I, and H ≡ 0 on ∂̂D \ I.

This H is called the harmonic measure function in D of I. For any z ∈ D, H(z) is

equal to the probability that a two-dimensional Brownian motion in D̂ started from

z hits I before ∂̂D \ I.

Suppose p ∈ D. There is a unique continuous function G defined on D̂ \ {p} such

that G is harmonic and positive in D \ {p}, G ≡ 0 on ∂̂D, and the limit as z → p of

G(z) + ln |z − p|/(2π) exists. This G is called the Green function in D with the pole

at p.

Suppose w ∈ ∂̂D is a prime end. There is a continuous function M defined on

D̂ \ {w} such that M is harmonic and positive in D and M ≡ 0 on D̂ \ {w}. This M

is called a minimal function in D with the pole at p. The name comes from the fact

that if any other positive harmonic function f in D is bounded by M then f = cM

for some c ∈ (0, 1]. If M is a minimal function in D with the pole at w, then any

minimal function in D with the pole at w is equal to cM for some c ∈ (0,∞).

There are various ways to normalize a minimal function in D with the pole at

w ∈ ∂̂D. Suppose W is a conformal map from a neighborhood U of w in D̂ into H

such that W (U ∩ ∂̂D) ⊂ R. Then there is a unique minimal function M in D with

the pole at p such that M ◦W−1(z)+ Im 1/(z−W (p)) → 0 as z ∈ W (U) and z → R.

We say this M is normalized by W .

Suppose I is an arc of ∂̂D, and W maps a neighborhood U of I into H such

that W (U ∩ ∂̂D) ⊂ R. For each w ∈ I, let Mw be the minimal function in D

with the pole at w normalized by W . Let HI be the harmonic measure function

in D of I. Then we have πHI(z) =
∫

α
Mw(z)ds ◦ W (w) for any z ∈ D. Thus if

p0 ∈ α, and In is a descending sequence of subarcs of I such that x0 = ∩In, then

Mp0(z) = limn→∞ πHIn(z)/|W (In)|, where HIn is the harmonic measure function in

D of In.
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We may also relate minimal functions with Green functions. For q ∈ D, let Gq be

the Green function in D with the pole at q. The limit of Gq(z)/Im W (q) as q ∈ U

and q → p0 is the minimal function in D with the pole at p0 normalized by W/π.

3.2 Definition

3.2.1 Conformally invariant SDE

Suppose {Ft : t ≥ 0} is a filtration, B1(t) is a {Ft} standard Brownian motion.

Suppose T1 is a {Ft} stopping time, ξ1(t) is an {Ft : t ≥ 0} adapted continuous

function defined on [0, T1), R1(t, x) is an {Ft : t ≥ 0} adapted C1,2 continuous function

defined on a neighborhood of {(t, ξ(t)) : t ∈ [0, T1)}, and they satisfy

dξ1(t) =
√

κdB1(t) + (3− κ/2)
∂xR1(t, ξ1(t))

R1(t, ξ1(t))
dt, ξ1(0) = 0. (3.2.1)

Let K1
t and ϕ1

t , 0 ≤ t < T1, be the standard radial LE hulls and maps driven by ξ1.

Let

u1(t) =

∫ t

0

R1(s, ξ1(s))
−2ds, (3.2.2)

0 ≤ t < T1. Let v1 be the inverse of u1. Let M(t) = K1
v1(t), then M is a Loewner

chain in D started from 1.

Now suppose W maps a neighborhood U of 1 in D that contains all M(t) con-

formally into D \ {0} such that W (U ∩ ∂D) ⊂ ∂D and W (1) = 1. Let v2(t) :=

CD;0(W (M(t))), and u2(t) be the inverse of v2(t). Let K2
t = W (M(u2(t))). Then K2

t

is a family of standard radial LE hulls. Let ϕ2
t and ξ2 be the corresponding radial LE

maps and driving function with ξ2(0) = 0. Note that Wt := ϕ2
v2(t) ◦W ◦ ϕ1

v1(t) maps

a neighborhood of eiξ1(v1(t)) in D conformally onto a neighborhood of eiξ2(v2(t)) in D

such that Wt(e
iξ1(v1(t))) = eiξ2(v2(t)). We may choose ft such that Wt ◦ ei = ei ◦ ft and

ft(ξ1(v1(t))) = ξ2(v2(t)).
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Theorem 3.2.1 We have u2(t) =
∫ t

0
R2(s, ξ2(s))

−2ds, and

dξ2(t) =
√

κdB2(t) + (3− κ/2)
∂xR2(t, ξ2(t))

R2(t, ξ2(t))
dt, (3.2.3)

where B2(t) is a {Fu2◦v1(t)} standard Brownian motion, and R2 is defined by

R2(v2(t), ft(x)) = R1(v1(t), x)/∂xft(x). (3.2.4)

Proof. Note that v′1(t) = R1(v1(t), ξ1(v1(t)))
−2, we have

dξ1(v1(t)) =

√
κdB̃1(t)

R1(v1(t), ξ1(v1(t)))
+ (3− κ

2
)
∂xR1(v1(t), ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))3
dt,

where B̃1(t) is a {Fv1(t)} standard Brownian motion. Similarly as before, we can

prove that v′2(t)/v
′
1(t) = ∂xft(ξ1(v1(t)))

2, and

∂tft(ξ1(v1(t))) =
−3∂2

xft(ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))2
.

Since ft(ξ1(v1(t))) = ξ2(v2(t)), from Ito’s formula, we have

dξ2(v2(t)) =
∂xft(ξ1(v1(t)))

√
κdB̃1(t)

R1(v1(t), ξ1(v1(t)))
+ (3− κ

2
)·

[∂xft(ξ1(v1(t)))
∂xR1(v1(t), ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))3
− ∂2

xft(ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))2
]dt.

From (3.2.4), we have

∂xR2(v2(t), ft(x))∂xft(x) = ∂xR1(v1(t), x)/∂xft(x)−R1(v1(t), x)∂2
xft(x)/∂xft(x).

Let x = ξ1(v1(t)), then ft(x) = ξ2(v2(t)). Then we compute

∂xR2(v2(t), ξ2(v2(t)))

R2(v2(t), ξ2(v2(t)))3
= ∂xft(ξ1(v1(t)))

∂xR1(v1(t), ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))3
− ∂2

xft(ξ1(v1(t)))

R1(v1(t), ξ1(v1(t)))2
.
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Thus

dξ2(v2(t)) =

√
κdB̃1(t)

R2(v2(t), ξ2(v2(t)))
+ (3− κ

2
)
∂xR2(v2(t), ξ2(v2(t)))

R2(v2(t), ξ2(v2(t)))3
dt.

Since

v′2(t) = v′1(t)∂xft(ξ1(v1(t)))
2 =

∂xft(ξ1(v1(t)))
2

R1(v1(t), ξ1(v1(t)))2
= R2(v2(t), ξ2(v2(t)))

−2,

we have

dξ2(t) =
√

κdB2(t) + (3− κ

2
)
∂xR2(t, ξ2(t))

R2(t, ξ2(t))
dt

for some {Fu2◦v1(t)} standard Brownian motion B2(t). 2

Now suppose D is a finite Riemann surface, α is a side of D. Fix p0 ∈ D. Let Ω

be a neighborhood of ∂D in D \ {0}, Σ a neighborhood of α in D \ {p0}, and W map

Ω conformally onto Σ such that W (z) → α iff z ∈ Ω and z → ∂D. Given ξ ∈ C[0, a),

let ϕξ
t and Kξ

t , 0 ≤ t < a, denote the standard radial LE maps and hulls driven by ξ.

If Kξ
t ∈ Ω, then W (Kξ

t ) is a hull in D on α. So D \W (Kξ
t ) is still a finite Riemann

surface which contains p0. Let P ξ
t,W denote the Green function in D \W (Kξ

t ) with

the pole at p0. As z ∈ ϕξ
t (Ω \Kξ

t ) and z → ∂D, we have P ξ
t,W ◦W ◦ (ϕξ

t )
−1(z) → 0.

By reflection principle, P ξ
t,W ◦W ◦ (ϕξ

t )
−1 extends harmonicly across ∂D. Let λ ∈ R

and A ∈ C[0,∞), we have the following theorem. The proof will be postponed to the

next section.

Theorem 3.2.2 The solution of the equation

ξ(t) = A(t) + λ

∫ t

0

(∂x∂y/∂y)(P
ξ
s,W ◦W ◦ (ϕξ

s)
−1 ◦ ei)(ξ(s))ds. (3.2.5)

exists uniquely. Suppose [0, T (ξ)) is the maximum definition interval of ξ. Then

∪0≤t<T Kξ
t intersects every Jordan curve J in Ω that together with ∂D bounds a doubly

connected domain contained in Ω. For any a ≥ 0, let Sa be the set of A ∈ C[0,∞)

such that T (ξ) > a. Then Sa is an open subset in the semi-norm ‖ ·‖a. And the maps

Sa 3 A 7→ ξ|[0,a] and Sa 3 A 7→ ∂y(P
ξ
t,W ◦W ◦ (ϕξ

t )
−1 ◦ ei)(ξ(t))|t∈[0,a] are (‖ · ‖a, ‖ · ‖a)
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continuous.

For a fixed κ ≥ 0, let λ = 3− κ/2 and A(t) =
√

κB(t), where B(t) is as usual the

standard Brownian motion. Suppose w0 ∈ α is a prime end. We choose W such that

W (1) = w0. Let

u(t) :=

∫ t

0

(∂y(P
ξ
s,W ◦W ◦ (ϕξ

s)
−1 ◦ ei)(ξ(s)))−2ds.

Let v be the inverse of u. Define L(t) := W (Kξ
v(t)). From Theorem 3.2.2, the map

A 7→ L is measurable. So the law of A(t) which is a Brownian motion gives a low of L.

The law of L is called the local HRLCκ in D from w0 to p0, or HRLCκ(D; w0 → p0)

in the chart (Σ,W ). In fact, From the next Corollary we see that the law does not

depend on W , so we may omit W .

Corollary 3.2.1 Suppose L1 and L2 have the laws of local HRLCκ(D; w0 → p0) in

the (Σ1,W1) and (Σ2,W2), respectively. For j = 1, 2, let Sj be the first t such that

Lj(t) 6∈ Ω3−j; or ∆(Lj) if such t does not exist. Then L1 restricted to [0, S1) has the

same law as L2 restricted to [0, S2).

Proof. Let Σ = Σ1∩Σ2, then for j = 1, 2, Lj restricted to [0, Sj) has the law of local

HRLCκ(D; w0 → p0) in the chart (Σ,Wj). So it suffices to show that if Σ1 = Σ2, then

the law of L1 is the same as that of L2. Let Σ := Σ1, Ωj = W−1
j (Σj), j = 1, 2, and

U := W−1
2 ◦W1. Then U maps (Ω1; 1) conformally onto (Ω2; 1) and U(Ω1∩∂D) ⊂ ∂D.

From the definition, there is a standard Brownian motion B1(t), a random con-

tinuous function ξ1 that satisfies

ξ1(t) =
√

κB1(t) + (3− κ/2)

∫ t

0

(∂x∂y/∂y)(P
ξ1
s,W1

◦W1 ◦ (ϕξ1
s )−1 ◦ ei)(ξ1(s))ds. (3.2.6)

And L1(t) = W1(K
ξ1
v1(t)), where v1 is the inverse of u1, and

u1(t) =

∫ t

0

∂y(P
ξ1
s,W1

◦W1 ◦ (ϕξ1
s )−1 ◦ ei)(ξ1(s))

−2ds.
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Let {Ft} be the filtration generated by B1(t), M(t) := Kξ1
v1(t) = W−1

1 (L1(t)), and

R1(t, x) := ∂y(P
ξ1
t,W1

◦W1 ◦ (ϕξ1
t )−1 ◦ ei)(x).

Then B1 is an {Ft} standard Brownian motion. From Theorem 3.2.2, ξ1 and R1

are all {Ft} adapted, and formulas (3.2.2) and (3.2.1) are satisfied. Let v2(t) :=

CD;0(U(M(t))), and u2(t) be the inverse of v2(t). Let Kt := U(M(u2(t))). Then Kt is

a family of standard radial LE hulls driven by some ξ2. Let Ut := ϕξ2
v2(t) ◦W ◦ ϕξ1

v1(t).

Then Ut maps a neighborhood of eiξ1(v1(t)) in D conformally onto a neighborhood

of eiξ2(v2(t)) in D such that Ut(e
iξ1(v1(t))) = eiξ2(v2(t)). We may choose ft such that

Ut ◦ ei = ei ◦ ft and ft(ξ1(v1(t))) = ξ2(v2(t)).

From Theorem 3.2.1, We have u2(t) =
∫ t

0
R2(s, ξ2(s))

−2ds, and

dξ2(t) =
√

κdB2(t) + (3− κ/2)
∂xR2(t, ξ2(t))

R2(t, ξ2(t))
dt,

where B2 is a standard Brownian motion B2(t), and R2 is defined by

R2(v2(t), ft(x)) = R1(v1(t), x)/∂xft(x).

After a simple computation, we have

R2(t, x) = ∂y(P
ξ2
t,W2

◦W2 ◦ (ϕξ2
t )−1 ◦ ei)(x).

Thus equation (3.2.6) holds with the subscript 1 replaced by 2. This implies that

L1(t) = W2(K
ξ2
v2(t)) has the same law as L2. 2

There exists a sequence of neighborhoods {Σn} of w0 in D̂ \ {p0} that satisfy (i)

for each n, there is a conformal map Wn from a neighborhood Ωn of 1 in D \ {0} onto

Σn such that Wn(1) = w0 and Wn(Ωn ∩ ∂D) ⊂ ∂̂D; and (ii) if K is any hull in D on

the side that contains w0 and p0 6∈ K, then there is at least one Σn that contains K.

From Corollary 3.2.1, there is a unique measure µ on the space of Loewner chains L

in D started from w0 avoiding p0, i.e., p0 6∈ L(t) for all 0 ≤ t < ∆(L), such that if L
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has the law µ then L restricted to any chart Σ is a local HRLCκ(D; w0 → p0) in Σ.

This µ is called the (global) HRLCκ(D; w0 → p0).

There are some other possible definitions of P ξ
t,W in (3.2.5) such that Theorem

3.2.2 and Corollary 3.2.1 hold with no changes or minor changes. For example, Let I

be a side arc of D such that w0 6∈ I. We may define P ξ
t,W to be the harmonic measure

function of I in D\W (Kξ
t ) as long as there is a neighborhood of I in ∂D that does not

intersect W (Kξ
t ). Then the law of L defined before Corollary 3.2.1 is called the local

HRLCκ(D; w0 → I) in Σ. Let w1 be a prime end of D other than w0, and J maps a

neighborhood of w1 conformally onto a neighborhood of 0 in H such that J(w1) = 0.

If there is a neighborhood of w1 in D̂ that does not intersect W (Kξ
t ), then We may

define P ξ
t,W to be the minimal function in D \W (Kξ

t ) with the pole w1, normalized

by J . Then the law of L is called the local HRLCκ(D; w0 → w1) in Σ, normalized

by J . In fact, two local HRLCκ(D; w0 → w1) in the same chart differ only by a

constant speed time-change. We may also define the (global) HRLCκ(D; w0 → I) or

HRLCκ(D; w0 → w1) normalized by J , similarly as the case that the target is a prime

end.

Proposition 3.2.1 Suppose (Kr
t ) has the law of the radial SLEκ(D; w0 → p0). Then

t 7→ Kr
t/(4π2) has the law of the HRLCκ(D; w0 → p0). Suppose (Kc

t ) has the law of a

chordal SLEκ(D; w1 → w2). Then t 7→ Kc
t has the law of an HRLCκ(D; w1 → w2).

Suppose (Ks
t ) has the law of the strip SLEκ(D; w0 → I). Then t 7→ Ks

t/π2 has the law

of the HRLCκ(D; w0 → I). Suppose (Ka
t ) has the law of the annulus SLEκ(D; w0 →

S). Then t 7→ K
p− 3
√

p3−3t
has the law of the HRLCκ(D; w0 → S).

Proof. The proof is similar as that of Theorem 3.2.1. 2

3.2.2 Existence and uniqueness

The goal of this subsection is to prove Theorem 3.2.2. We need the following lemmas.

Lemma 3.2.1 For any a > 0 and compact subset F of D, there are δ, C > 0 de-

pending on a and F such that if t ∈ [0, a] and ζ, η ∈ C[0, t] satisfy ‖ζ − η‖t :=
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sup0≤s≤t |ζ(s)− η(s)| < δ, then for any z ∈ F , ϕζ
t ◦ (ϕη

t )
−1(z) is well defined, and

|z − ϕζ
t ◦ (ϕη

t )
−1(z)| ≤ Ct‖ζ − η‖t, ∀z ∈ F,

where ϕη
t and ϕζ

t are standard radial LE maps driven by η and ζ, respectively.

Proof. Choose ε ∈ (0, 1) such that F ⊂ (1− ε)D. Let d > 0 be the distance between

F and (1− ε)∂D. There is Cε > 0 such that for χ1, χ2 ∈ ∂D and x1, x2 ∈ (1− ε)D,

∣∣∣∣x1
χ1 + x1

χ1 − x1

− x2
χ2 + x2

χ2 − x2

∣∣∣∣ ≤ Cε(|χ1 − χ2|+ |x1 − x2|). (3.2.7)

Fix z ∈ F and t ∈ [0, a]. Let s0 be the first s > 0 that is equal to t or

f(s) := |ϕη
s ◦ (ϕη

t )
−1(z)− ϕζ

s ◦ (ϕη
t )
−1(z)|

is equal to d. Then for 0 ≤ s ≤ s0,

|ϕη
s ◦ (ϕη

t )
−1(z)| ≤ |ϕη

t ◦ (ϕη
t )
−1(z)| = |z|.

From the definition of d, we see that for 0 ≤ s ≤ s0, ϕη
s ◦ (ϕη

t )
−1(z), ϕζ

s ◦ (ϕη
t )
−1(z) ∈

(1 − ε)D. So ϕζ
s ◦ (ϕη

t )
−1(z) is well defined. Since ϕη

0 = ϕζ
0 = id, f(0) = 0. From

(2.2.1) and (3.2.7), we conclude that

f(s) ≤ Cε(‖ζ − η‖ts +

∫ s

0

f(r)dr), 0 ≤ s ≤ s0.

From a standard argument of differential equations, we get

f(s0) ≤ 3(es0Cε − 1)‖ζ − η‖t ≤ Cs0‖ζ − η‖t, (3.2.8)

where C := 3(eCεa− 1)/a. Let δ = d/(Ca). If ‖ζ− η‖t < δ, then f(s0) < d, so s0 = t.

This ends the proof. 2

Lemma 3.2.2 Suppose a > 0 and β is a Jordan curve in Ω such that the doubly
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connected domain bounded by β and ∂D is contained in Ω. There are δ, ε, C > 0

depending on D, p0, W , Ω, β and a, such that if t ∈ (0, a] and ζ, η ∈ C[0, t] satisfy

‖ζ − η‖t < δ and Kζ
a ∩ β = ∅, then for any z ∈ D with |z| ≥ 1 − ε, we have

(ϕζ
t )
−1(z), (ϕη

t )
−1(z) ∈ Ω, and

|P ζ
t,W ◦W ◦ (ϕζ

t )
−1(z)− P η

t,W ◦W ◦ (ϕη
t )
−1(z)| ≤ Ct‖ζ − η‖t.

Proof. We can find another Jordan curve γ in Ω disjoint from β such that the

doubly connected domain bounded by γ and ∂D is contained in Ω and contains

β. Let m be the modulus of the doubly connected domain bounded by β and γ.

By conformal invariance and the comparison principle of moduli, the modulus of

the doubly connected domain bounded by ϕζ
t (γ) and ∂D is at least m. So there is

ε0 = ε0(m) > 0 such that ϕζ
t (γ) ⊂ (1− ε0)D. Let Jk = (1− ε0/k)∂D, k = 1, 2, 3, and

J4 =
√

1− ε0/3∂D.

Let F =
√

1− ε0/3D. From Lemma 3.2.1, we have C1, δ1 > 0 depending on a

and F such that if ‖ζ − η‖t < δ1, then for all z ∈ F , ϕζ
t ◦ (ϕη

t )
−1(z) , ϕη

t ◦ (ϕζ
t )
−1(z)

exist, and

|z − ϕζ
t ◦ (ϕη

t )
−1(z)|, |z − ϕη

t ◦ (ϕζ
t )
−1(z)| ≤ C1t‖ζ − η‖t. (3.2.9)

Since J1 lies between ϕζ
t (γ) and ∂D, so does J3. Thus (ϕζ

t )
−1(J3) lies between γ

and ∂D. So for any z ∈ D such that |z| ≥ 1 − ε0/3, (ϕζ
t )
−1(z) lies in the domain

bounded by γ and ∂D, which is contained in Ω. If ‖ζ−η‖t < δ = min{δ1, ε0/(6C1a)},
from ϕζ

t (γ) ⊂ F and (3.2.9) we have |ϕη
t (z) − ϕζ

t (z)| ≤ C1t‖ζ − η‖t < ε0/6 for all

z ∈ γ. Note ϕζ
t (γ) ⊂ (1− ε0)D. Thus ϕη

t (γ) ⊂ (1− ε0/2)D. This means that J2 lies

between ϕη
t (γ) and ∂D. Similarly, we have (ϕη

t )
−1(z) lies in Ω, for any z ∈ D such

that |z| ≥ 1 − ε0/3. Thus P ζ
t,W ◦W ◦ (ϕζ

t )
−1 and P η

t,W ◦W ◦ (ϕη
t )
−1 are well defined

on a domain that contains {z ∈ D : |z| ≥ 1 − ε0/3} when ‖ζ − η‖t < δ. It is clear

that they are harmonic, and they have vanished continuation at ∂D. Now suppose
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‖ζ − η‖t < δ, define

M = sup
z∈J3

|P η
t,W ◦W ◦ (ϕη

t )
−1(z)− P ζ

t,W ◦W ◦ (ϕζ
t )
−1(z)|;

N = sup
z∈J4

|P η
t,W ◦W ◦ (ϕη

t )
−1(z)− P ζ

t,W ◦W ◦ (ϕζ
t )
−1(z)|.

Since a plane Brownian motion started from z ∈ J4 has probability 1/2 to hit J3

before ∂D, so Nt ≤ Mt/2.

Note that P η
t,W − P ζ

t,W is harmonic in D \W (Kζ
t ∪Kη

t ) including the pole p0, and

has vanished continuation on the sides of D other than α which contains w0. It is

clear that (ϕη
t )
−1(J3) and (ϕη

t )
−1(J4) are disjoint from Kη

t . Since J3, J4 ⊂ F , and

‖ζ−η‖t < δ ≤ δ1, so ϕζ ◦ (ϕη
t )
−1(J3) and ϕζ ◦ (ϕη

t )
−1(J4) are defined. Thus (ϕη

t )
−1(J3)

and (ϕη
t )
−1(J4) are disjoint from Kζ

t . Since J3, J4 ⊂ {z ∈ D : |z| ≥ 1 − ε0/3}, so

from the last paragraph, (ϕη
t )
−1(J3) and (ϕη

t )
−1(J4) lie in Ω. Thus W ◦ (ϕη

t )
−1(J3)

and W ◦ (ϕη
t )
−1(J4) are two Jordan curves in D, and the latter disconnects the former

from W (Kζ
t )) ∪W (Kη

t ) and the side that w0 lies on. Now define

M ′ = sup
z∈J3

|P η
t,W ◦W ◦ (ϕη

t )
−1(z)− P ζ

t,W ◦W ◦ (ϕη
t )
−1(z)|;

N ′ = sup
z∈J4

|P η
t,W ◦W ◦ (ϕη

t )
−1(z)− P ζ

t,W ◦W ◦ (ϕη
t )
−1(z)|.

From the maximal principle, we have M ′ ≤ N ′.

Let A1 be the closure of the domain bounded by γ and J1. Since |(ϕζ
t )
−1(z)| < |z|,

and J1 lies between ϕζ
t (γ) and ∂D, so (ϕζ

t )
−1(J1) ⊂ A1. It is clear that P ζ

t,W ≤ P0, the

Green function in D with the pole at p0. So P ζ
t,W ◦W ◦ (ϕξ

t )
−1 on J1 is bounded by

the maximum of P0 ◦W on A1. Let A2 be the domain bounded by J2 and ∂D. Since

P ζ
t,W ◦W ◦ (ϕξ

t )
−1 vanishes on ∂D, by reflection principle and Harnack principle, the

gradient of P ζ
t,W ◦W ◦ (ϕζ

t )
−1 on A2 is bounded by some C2 > 0 depending on D, p,

W , A1 and ε0. Since J3, J4 ⊂ F , so by (3.2.9), if ‖ζ − η‖t < δ, then

|z − ϕζ
t ◦ (ϕη

t )
−1(z)| < C1tδ < ε0/6, ∀z ∈ J3 ∪ J4.
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It follows that the line segment [z, ϕζ
t ◦ (ϕη

t )
−1(z)] is contained in A2, for z ∈ J3 ∪ J4.

We now have

|M −M ′| ≤ sup
z∈J3

|P ζ
t,W ◦W ◦ (ϕζ

t )
−1(z)− P ζ

t,W ◦W ◦ (ϕη
t )
−1(z)|.

≤ sup
w∈A2

|∇(P ζ
t,W ◦W ◦ (ϕζ

t )
−1)(w)| · sup

z∈J3

|z − ϕζ
t ◦ (ϕη

t )
−1(z)| ≤ C1C2t‖ζ − η‖t.

Similarly, |N −N ′| ≤ C1C2t‖ζ − η‖t. Thus

M ≤ M ′ + C1C1t‖ζ − η‖t ≤ N ′ + C1C2t‖ζ − η‖t

≤ N + 2C1C2t‖ζ − η‖t ≤ M/2 + 2C1C2t‖ζ − η‖t,

which implies that M ≤ 4C1C2t‖ζ − η‖t. Let C = 4C1C2 and ε = ε0/3. The proof of

this lemma is completed by the maximal principle. 2

Lemma 3.2.3 Let a and β be as in Lemma 3.2.1. Then there are δ, C > 0 depending

on D, p0, W , Ω, β and a, such that if t ∈ (0, a] and ζ, η ∈ C[0, t] satisfy ‖ζ − η‖t < δ

and Kζ
a ∩ β = ∅, then

|(∂x∂y/∂y)(P
ζ
t,W ◦W ◦ (ϕζ

t )
−1 ◦ ei)(ζ(t))

−(∂x∂y/∂y)(P
η
t,W ◦W ◦ (ϕη

t )
−1 ◦ ei)(η(t))| ≤ C(1 + t)‖ζ − η‖t.

(3.2.10)

Proof. Let ε0, Jk, k = 1, . . . , 4, and Al, l = 1, 2, be defined as in the proof of Lemma

3.2.2. In that proof we see that for all ξ ∈ C[0, t], 0 < t ≤ a, P ξ
t,W ◦W ◦(ϕξ

t )
−1 on J1 is

uniformly bounded. By reflection principle and Harnack principle, this implies that

∂k
x∂y(P

ξ
t,W ◦W ◦ (ϕξ

t )
−1 ◦ei), k = 0, 1, 2, are uniformly bounded on R. Let P (z) denote

the Green function with the pole at p0, in the subdomain of D that is bounded by

W (J2) and the sides of D that does not contains w0. Then P ξ
t,W (z) ≥ P (z) ≥ C0 on

W (J1), for some C0 > 0. This implies that |∂y(P
ξ
t,W ◦W ◦(ϕξ

t )
−1◦ei)| on R is uniformly

bounded from below by C0/(− ln(1−ε0)). Since ∂x(∂x∂y/∂y) = ∂2
x∂y/∂y− (∂x∂y/∂y)

2,
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we proved that for some C > 0,

|∂x(∂x∂y/∂y)(P
ζ
t,W ◦W ◦ (ϕζ

t )
−1 ◦ ei)(z)| ≤ C. (3.2.11)

By Lemma 3.2.2 there are δ, C1 > 0 such that

|P ζ
t,W ◦W ◦ (ϕζ

t )
−1(z)− P η

t,W ◦W ◦ (ϕη
t )
−1(z)| ≤ C1t‖ζ − η‖a,

for t ∈ (0, a] and z ∈ J3. By Harnack principle, there is C2 > 0 such that for all

z ∈ R,

|∂y(P
ζ
t,W ◦W ◦ (ϕζ

t )
−1 ◦ ei)(z)− ∂y(P

η
t,W ◦W ◦ (ϕη

t )
−1 ◦ ei)(z)| ≤ C2t‖ζ − η‖t,

|∂x∂y(P
ζ
t,W ◦W ◦ (ϕζ

t )
−1 ◦ ei)(z)− ∂x∂y(P

η
t,W ◦W ◦ (ϕη

t )
−1 ◦ ei)(z)| ≤ C2t‖ζ − η‖t.

From the first part of the proof, ∂y and ∂x∂y are uniformly bounded, and ∂y is uni-

formly bounded from zero, so we have

|(∂x∂y/∂y)(P
ζ
t,W ◦W ◦ (ϕζ

t )
−1 ◦ ei)(z)

−(∂x∂y/∂y)(P
η
t,W ◦W ◦ (ϕη

t )
−1 ◦ ei)(z)| ≤ Ct‖ζ − η‖t.

(3.2.12)

The proof is completed by combining (3.2.11) and (3.2.12). 2

Lemma 3.2.4 There are a, C > 0 such that for z ∈ R, t ∈ (0, a], and ζ, η ∈ C[0, t],

the inequality (3.2.10) holds.

Proof. There is a Jordan curve β in Ω such that the doubly connected domain

bounded by β and ∂D is contained in Ω. We can find a > 0 such that any hull in D

of capacity w.r.t. 0 less a is disjoint from β. Thus for any t ∈ (0, a] and ξ ∈ C[0, t],

Kξ
t ∩ β = ∅. From Lemma 3.2.3, the inequality (3.2.10) holds when ζ, η ∈ C[0, t]

with ‖ζ − η‖t < δ for some δ > 0. The condition ‖ζ − η‖t < δ can be dropped

because we can choose ξ0 = ζ, ξ1, . . . , ξn = η in C[0, t] such that ‖ξj−1 − ξj‖t < δ and
∑n

1 ‖ξj−1 − ξj‖t = ‖ζ − η‖t. 2
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Proof of Theorem 3.2.2. Let ξ0 = A. Define ξn inductively:

ξn+1(t) = A(t) + λ

∫ t

0

(∂x∂y/∂y)(P
ξn

s,W ◦W ◦ (ϕξn
s )−1 ◦ ei)(ξn(s))ds. (3.2.13)

Compare P ξ
t+ε,W ◦W ◦(ϕξ

t+ε)
−1 with P ξ

t,W ◦W ◦(ϕξ
t )
−1 in the similar way as we compare

P ζ
t,W ◦W ◦(ϕζ

t )
−1 with P η

t,W ◦W ◦(ϕη
t )
−1, and we find that (∂x∂y/∂y)(P

ξ
s,W ◦W ◦(ϕξ

s)
−1◦

ei)(ξn(t)) is continuous in t. Thus ξn are well defined and continuous.

Choose ε0 > 0 such that (1− ε)∂D ⊂ Ω for ε ∈ (0, ε0]. Let a and C be in Lemma

3.2.4 depending on ε0. We may chose a small enough such that Lemma 3.2.4 implies

‖ξn+2 − ξn+1‖a ≤ ‖ξn+1 − ξn‖a/2. Thus {ξn} is a Cauchy sequence in C[0, a]. Let

ξ ∈ C[0, a] be the limit of {ξn}. Then ξ solves (3.2.5) for t ∈ [0, a]. If there is another

solution ξ′ on [0, a] of (3.2.5), then a similar argument gives ‖ξ − ξ′‖a ≤ ‖ξ − ξ′‖a/2,

which forces that ξ′ = ξ. Thus the solution of (3.2.5) exists uniquely on [0, a].

Now suppose (3.2.5) has two different solutions ξ1 and ξ2. Let b > 0 be the biggest

t such that ξ1(t) = ξ2(t). Let wb be the prime end of Db := D\W (Kξ1
b ) determined by

the Loewner chain t 7→ W (Kξ1
t ) at time b. Then Σb := Σ\W (Kξ1

b ) is a neighborhood

of wb in Db. Moreover, Ωb := ϕξ1
b (Ω \ Kξ1

b ) is a neighborhood of eiξ1(b) in D, and

Wb := W ◦ (ϕξ
b)
−1 maps Ωb conformally onto Σb and can be extended conformally to

the boundary such that Wb(e
iξ1(b)) = wb and Wb(Σb ∩ ∂D) ⊂ ∂̂Db. Let P̃ ζ

t,Wb
be the

Green function in Db \Wb(K
ζ
t ) with the pole at p0. For j = 1, 2, let ζj(t) := ξj(b+ t).

Then ϕ
ξj

b+t = ϕ
ζj

t ◦ ϕ
ξj

b , and K
ξj

b+t = K
ξj

b ∪ (ϕξ
b)
−1(K

ζj

t ). Thus P̃
ζj

t,Wb
= P

ξj

b+t,W . So we

have

P̃
ζj

t,Wb
◦Wb ◦ (ϕ

ζj

t )−1 = P
ξj

b+t,W ◦W ◦ (ϕ
ξj

b+t)
−1.

Let Ã(t) = A(b + t)− A(b) + ξ1(b). Then for j = 1, 2, ζj solves the equation

ζj(t) = Ã(t) + λ

∫ t

0

(∂x∂y/∂y)(P̃
ζj
s ◦Wb ◦ (ϕζj

s )−1 ◦ ei)(ζj(s))ds. (3.2.14)

From the first part of this proof, we see that ζ1(t) = ζ2(t) for t ∈ (0, c), for some

c > 0. Thus ξ1(t) = ξ2(t) for 0 ≤ t ≤ b + c, which contradicts the choice of b. Thus

the solution of (3.2.5) is unique.
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Now let [0, T ) be the maximal definition interval of the solution ξ of (3.2.5).

Suppose that ∪0≤t<T Kξ
t does not intersect some Jordan curve J1 in Ω such that the

doubly connected domain bounded by J1 and ∂D is contained in Ω. Then we can find

another Jordan curve J2 that has the above properties that J1 has, and is disconnected

by J1 from ∂D. Let m > 0 be the modulus of the doubly connected domain bounded

by J1 and J2. Then for any t ∈ [0, T ), the modulus of the doubly connected domain

bounded by ∂D ∪Kξ
t and J2 is greater than m. There is ε0 = ε0(m) > 0 such that

ϕξ
t (J2) ⊂ (1 − ε0)D for all 0 ≤ t < T . Let a depending on ε0 be as in the first part

of this proof. Choose b ∈ [0, T ) so that T < b + a. Let Ωb := ϕξ
t (Ω \ Kξ

b ). Then

(1−ε)∂D ⊂ Ωb for 0 < ε ≤ ε0. Thus (3.2.14) has a solution ζ on [0, a]. Let ξ′(t) = ξ(t)

for 0 ≤ t ≤ b, and ξ′(t) = ζ(t − b) for b ≤ t ≤ b + a. Then ξ′ solves (3.2.5). Note

T < b + a. By the uniqueness of the solution, ξ′(t) = ξ(t) for 0 ≤ t < T . So the

solution ξ can be extended to [0, b + a]. This contradicts the assumption that [0, T )

is the maximal definition interval of the solution.

Suppose ξ0 is the solution for A0 and is defined on [0, a]. To prove that Sa is open

in ‖ · ‖a and Sa 3 A 7→ ξ|[0,a] is (‖ · ‖a, ‖ · ‖a) continuous, it suffices to show that if

An → A0 in ‖ · ‖a, and ξn are solutions for An, then ξn is defined on [0, a] for n big

enough and ‖ξn−ξ0‖a → 0. Let β be a Jordan curve in Ω disjoint from Kξ0
a such that

the doubly connected domain bounded by β and ∂D is contained in Ω. Let δ > 0 be

as in Lemma 3.2.3. If ‖ξn − ξ0‖t < δ for t ∈ (0, a], then from Lemma 3.2.3,

|ξn(s)− ξ0(s)| ≤ ‖An − A0‖a + C

∫ s

0

|ξn(r)− ξ0(r)|dr,

for some C > 0 and s ∈ [0, t]. This implies that |ξn(s) − ξ0(s)| ≤ eCs‖An − A0‖a. If

n is big enough, then ‖An − A0‖a < e−Caδ. Suppose ξn is not defined on [0, a], then

there is some t0 ∈ [0, a) such that Kξn
t0 ∩ β 6= ∅. However, since

‖ξn − ξ0‖t0 ≤ eCt0‖An − A0‖a < δ,
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and Kξ0
t0 ∩ β = ∅, from Lemma 3.2.1, Kξn

t0 does not intersect β. The contradiction

shows that ξn is defined on [0, a]. From a similar argument, we conclude that there is

no t ∈ [0, a] such that |ξn(t)− ξ0(t)| ≥ δ. It follows that ‖ξn− ξ0‖a ≤ eCa‖An−A0‖a.

Thus ξn → ξ0 in ‖ · ‖a. From the proofs of the Lemmas it is clear that ξ 7→ ∂y(P
ξ
t,W ◦

W ◦ (ϕξ
t )
−1 ◦ ei)(ξ(t))|t∈[0,a] is (‖ · ‖a, ‖ · ‖a) continuous on the set of ξ ∈ [0, a] such that

Kξ
a ⊂ Ω. So it is also true if the first ξ in ghe above sentence is replaced by A ∈ Sa.

2

Suppose P ξ
t,W is defined to be the harmonic function of some side arc I of D in

D \ W (Lξ
t ) such that w0 6∈ I, or the minimal function in D \ W (Lξ

t ) with the pole

at some prime end w1 6= w0, normalized by (J, q, 1). If I or w1 does not lie on α,

then Theorem 3.2.2 holds without any change, and the proof is also the same. If I

or w1 lies on α, then Theorem 3.2.2 holds with the change of the long-range behavior

of Lξ
t , which is ∪0≤t<T Lξ

t either intersects every Jordan curve β in Ω such that the

doubly connected domain bounded by β and ∂D is contained in Ω, or intersects every

neighborhood of I or w1. The proof is a bit more complicated, but the basic idea is

the same. And we choose to omit the proof.

3.2.3 Interior HRLC

A harmonic random interior Loewner chain in a finite Riemann surface extends the

notations of full plane SLE and disc SLE. It is a law of random interior Loewner

chains module time-changes. In another word, it is a measure on the equivalence

classes of interior Loewner chains, where two interior Loewner chains are equivalent

iff one can be converted into the other through a time-change.

Suppose D is a finite Riemann surface, and p0 6= p1 ∈ D. Let W map a neighbor-

hood of Ω of 0 in D conformally onto a neighborhood Σ of p0 in D \ {p1} such that

W (0) = p0. For any ξ ∈ C(−∞, a), let Lξ
t and ψξ

t , 0 ≤ t < a, be the standard full

plane LE hulls and maps driven by ξ, respectively. Let Qξ
t,W be the Green function

in D \W (Lξ
t ) with the pole at p1. We then have
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Theorem 3.2.3 For any A ∈ C(−∞,∞) and λ ∈ R, the solution of

ξ(t) = A(t) + λ

∫ t

−∞
(∂x∂y/∂y)(Q

ξ
s,W ◦W ◦ (ψξ

s)
−1 ◦ ei)(ξ(s))ds (3.2.15)

exists uniquely. Suppose (−∞, T (ξ)) is the maximal definition interval of ξ, then

∪t<T Lξ
t is not contained in any closed Jordan domain in Ω. For any a ∈ R, let Ua be

the set of A such that T (ξ) > a. Then Ua ∈ Fa, which is in the σ-algebra determined

by A(t), t ≤ a. Moreover, Ua 3 A 7→ ξ|(−∞,a] is (Fa,Fa) measurable.

Sketch of the proof. Let ξ0 = A and define ξn inductively:

ξn+1(t) = A(t) + λ

∫ t

−∞
(∂x∂y/∂y)(Q

ξn

s,W ◦W ◦ (ψξn
s )−1 ◦ ei)(ξn(s))ds.

Note that Qξ
s,W ◦W ◦ (ψξ

s)
−1 is positive and harmonic in D \C1e

sD for some C1 > 0.

It follows that

|(∂x∂y/∂y)(Q
ξ
s,W ◦W ◦ (ψξ

s)
−1 ◦ ei)(z)| ≤ C2|s|es

for some C2 > 0 and all z ∈ R, when s < 0 and |s| is big enough. So all ξn are well

defined on (−∞, a) for some a ∈ R, and are continuous. Especially, ‖ξ1−ξ0‖t ≤ C3|t|et

for t ∈ (−∞, a]. We may choose b ≤ a such that for t ≤ b,

λ|(∂x∂y/∂y)(Q
ζ
t,W ◦W ◦ (ψζ

t )
−1 ◦ ei)(ζ(t))

−(∂x∂y/∂y)(Q
η
t,W ◦W ◦ (ψη

t )
−1 ◦ ei)(η(t))| ≤ ‖ζ − η‖t/4.

(3.2.16)

From ‖ξ1 − ξ0‖t ≤ C3|t|et for t ∈ (−∞, b], we have ‖ξn+1 − ξn‖t ≤ C3|t|et/2n for all

n ∈ N and t ∈ (−∞, b]. Thus {ξn} is a Cauchy sequence in C(−∞, b]. The limit ξ

solves (3.2.15) on (−∞, b]. If another function ξ′ also solves (3.2.15), then ξ′ must

agree with ξ on (−∞, b].

To find the value of ξ after b, we define Db := D \W (Lξ
b) and Wb := W ◦ (ψξ

b)
−1.

Let Ab(t) = A(b + t)− A(b) + ξ(b). Let ϕζ
t and Kζ

t be the radial LE maps and hulls

driven by ξ. Let P̃ ζ
t,Wb

be the Green function in Db \ Wb(K
ζ
t ) with the pole at p1.
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From Theorem 3.2.2, the solution of the equation

ζ(t) = Ab(t) + λ

∫ t

0

(∂x∂y/∂y)(P̃
ζ
t,Wb

◦Wb ◦ (ϕζ
t )
−1 ◦ ei)(ζ(s))ds

exists uniquely. We define ξ(t) = ζ(t− b) for t ≥ b. Then this ξ solves (3.2.15). The

other parts of this theorem can be proved similarly. 2

Now fix κ ≥ 0. Let A(t) = ξκ(t) defined in Section 2.2.3, and λ = 3 − κ/2. Let

ξ be the solution of (3.2.15) and [0, T ) the maximal definition interval. Then the

law of [0, T ) 3 t 7→ W (Lξ
t ) is called the local interior HRLCκ in D from p0 to p1, or

HRLCκ(D; p0 → p1), in the chart (Σ,W ).

Theorem 3.2.4 Suppose L1 and L2 have the laws of local HRLCκ(D; p0 → p1) in

(Σ1, W1) and (Σ2, W2), respectively. For j = 1, 2, let Sj be the first t such that

Lj(t) 6∈ Ω3−j; or ∆(Lj) if such t does not exist. Then L1 restricted to [0, S1) has the

same law as L2 restricted to [0, S2), after a time-change

Proof. The idea of the proof is a combination of the proof of Theorem 3.2.1 and the

proof of Theorem 2.5.1. 2

The (global) HRLCκ(D; p0 → p1) is the measure on the space of interior Loewner

chains module time-change that are started from p0 and disjoint from p1 such that

when restricted to any Ω it has the law of local HRLCκ(D; p0 → p1) in (Ω,W ) module

the time-change. From the last theorem, such a measure exists uniquely.

If we define Qξ
t,W to be the harmonic measure function in D \W (Lξ

t ) of a fixed

side arc I of D, then we obtain HRLCκ(p0 → I). If we define Qξ
t,W be the minimal

function in D \ W (Lξ
t ) with the pole at a fixed prime end w1 of D, normalized by

(J, w1, 1), then we obtain HRLCκ(p0 → w1).

3.3 HRLC in canonical plane domains

If the underlying surface of a finite Riemann surface D is the Riemann sphere Ĉ

and ∞ 6∈ D, then D is called a multiply connected (plane) domain, or n-connected
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domain, if D has n sides. There are some special types of multiply connected domains,

which are determined by finitely many real parameters. A circular canonical domain

is obtained by removing from a open disc or annulus finitely many mutually disjoint

arcs on the circles centered at the center of the disc or annulus. If the disc is the unit

disc D, it is called a type D domain. If the annulus is the standard annulus Ap for

some p > 0, it is called a type A domain. A flat canonical domain is obtained by

removing from an open half plane or open strip (a domain bounded by two parallel

lines) finitely many mutually disjoint line segments that are parallel to the boundary

line(s) of the half plane or strip. If the half plane is the upper half plane H (right

half plane −iH, or lower half plane −H, resp.), then it is called a type H (RH, or LH,

resp.) domain. If the strip is a standard strip Sp for some p > 0, then it is called a

type S domain.

Suppose α is a side of D, and p ∈ D. Then there is g that maps D conformally

onto a type D domain such that g(α) = ∂D and g(p) = 0. Such g is unique up

to a rotation. Suppose α1 6= α2 are two sides of D. Then there is g that maps D

conformally onto a type A domain such that g(α1) = ∂D and g(α2) = Cp, the inner

boundary component of g(D). Such g is also unique up to a rotation. Suppose w is

a prime end of D. Then there is g that maps D conformally onto a type H, RH, or

LH domain such that g(w) = ∞. Such g is unique up to a translation and a dilation.

Suppose w− 6= w+ are two prime ends of D on one side α, then there is g that maps

D conformally onto a type S domain such that g(w±) = ±∞. Such g is unique up to

a translation and a dilation.

Now we focus on type D domains. For m ∈ N, let Tm denote the set of (p1, . . . , pm;

θ−1 , . . . , θ−m; θ+
1 , . . . , θ+

m) ∈ R3m such that for each 1 ≤ j ≤ m, pj < 0, θ−j < θ+
j <

θ−j + 2π, and

Fj := {exp(p + iθ) : θ−j ≤ θ ≤ θ+
j }, 1 ≤ j ≤ m, (3.3.1)

are mutually disjoint. Let

Ω(ω) := D \ ∪m
j=1Fj(ω).

Then each (m + 1)-connected type D domain is Ω(ω) for some ω ∈ Tm.
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For each ω ∈ Tm and χ ∈ ∂D we can find S(w, χ, ·) that maps Ω(ω) conformally

onto a type RH domain so that χ is mapped to ∞ and

lim
z→χ

S(w, χ, z)− χ + z

χ− z
= 0. (3.3.2)

Under this normalization, S(w, χ, ·) is uniquely determined. And S(w, χ, ·) corre-

sponds each Fj(ω) to one vertical line segments.

S(w, χ, ·) has continuation at the two ends of Fj(ω), and the values have the same

real part. For ω ∈ Tm and ξ ∈ R, We may denote





qj(ω, ξ) + iσ±j (ω, ξ) = S(ω, eiξ, exp(pj(ω) + iθ±j (ω)));

V (ω, ξ) = (q1, . . . , qm; σ−1 , . . . , σ−m; σ+
1 , . . . , σ+

m)(ω, ξ).
(3.3.3)

So V is a R3m valued function on Tm × R.

Lemma 3.3.1 Suppose h is a real harmonic function in M(ω) for some ω ∈ Tm such

that the harmonic conjugates of h exist. And h is continuous on Ω(ω) = D so that

the value of h on each Fj(ω) is constant Cj. Then we have

h(z) =

∫

∂D
h(χ)ReS(w, χ, z)dm(χ), (3.3.4)

where m is the uniform probability measure on ∂D.

Proof. Let I(z) be equal to the right hand side of (3.3.4). Then I(z) = I1(z)+ I2(z),

where

I1(z) =

∫

∂D
h(χ)Re

χ + z

χ− z
dm(χ), and

I2(z) =

∫

∂D
h(χ)Re

(
S(w, χ, z)− χ + z

χ− z

)
dm(χ).

From the property of Poisson kernel we know that I(z) is harmonic in D, and the

continuation of I to ∂D coincides with h. From the definition of S(w, χ, z), we may

check that for fixed ω ∈ Tm, Re (S(w, χ, z) − χ+z
χ−z

) tends to 0 as z ∈ Ω(ω) tends to

∂D, uniformly in χ. Thus the continuation of I2 to ∂D is constant 0. Therefore the
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continuation of I to ∂D coincides with h. Since ReS(w, χ, z) has constant continu-

ation to each Fj(w) by definition, so does I(z) by formula (3.3.4). And the same is

true for h(z) by assumption. Thus I − h has constant continuation to each Fj(ω).

We have proved that I − h has constant 0 continuation to ∂D. Now both I and h

has harmonic conjugate, so does I − h. Thus the constant continuation of I − h to

each boundary component of Ω(ω) has to be equal. So they are all equal to 0, which

implies h ≡ I, as desired. 2

Theorem 3.3.1 Suppose ω0 ∈ Tm and L is a Loewner chain in Ω(ω0) started from

eiξ0 ∈ ∂D that avoids 0. Then after a time-change of L, there are a real valued

continuous function ξ and a differentiable Tm valued function ω defined on [0, ∆(L))

with ξ(0) = ξ0 and ω(0) = ω0, a family of ϕt that maps Ω(ω0) \ L(t) conformally

onto Ω(ω(t)) such that ϕ0(z) = z, ϕt(0) = 0, ϕt(Fj(ω0)) = Fj(ω(t)), 1 ≤ j ≤ n,

0 ≤ t < ∆(L), and

∂tϕt(z) = ϕt(z)S(ω(t), eiξ(t), ϕt(z)). (3.3.5)

The time-change, ξ, ω, and ϕt are uniquely determined, and ω′(t) = V (ω(t), ξ(t)).

Proof. For each t ∈ [0, ∆(L)) we can find ρ(t) ∈ Tm and a function ψt that maps

Ω(ω0) \ L(t) conformally onto Ω(ρ(t)) such that ψt(0) = 0 and ψ′t(0) > 0. Then

Ω(ρ(t)) and ψt are uniquely determined. For t = 0, Ω(ρ(0)) = Ω(ω0) and ψ0 is the

identity.

Now fix a ∈ [0, ∆(L)). Define

La(t) = ψt(L(a + t) \ L(a)) and ψa,t = ψa+t ◦ ψ−1
a .

Then La is a Loewner chain in Ω(ρ(a)) started from ∂D and ψa,t maps Ω(ρ(a))\La(t)

conformally onto Ω(ρ(a+ t)). If r > 0 is smaller than the absolute value of the first m

coordinates of ρ(a+t) then we define ρr(a+t) = ρ(a+t)+(r, . . . , r; 0, . . . , 0; 0 . . . , 0) ∈
Tm. The function z 7→ e−rz maps Ω(ρr(a + t)) conformally onto a subdomain of

Ω(ρ(a + t)), and it corresponds Fj(ρ
r(a + t)) with Fj(ρ(a + t)) for 1 ≤ j ≤ m. Now
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define

Qr
a,t(z) = − ln |ψ−1

a,t (e
−rz)/z| = −Re ln(ψ−1

a,t (e
−rz)/z)

on Ω(ρr(a + t)). Then Qr
a,t is a real harmonic function in Ω(ρr(a + t)) with harmonic

conjugates, and Qr
a,t has a constant continuation to each Fj(ρ

r(a + t)). And for

χ ∈ ∂D, Qr
a,t(χ) = − ln |ψa,t(e

−rχ)| > 0. By Lemma 3.3.1, we have

Qr
a,t(z) =

∫

∂D
Qr

a,t(χ)ReS(ρr(a + t), χ, z)dm(χ) =

∫

∂D
ReS(ρr(a + t), χ, z)dµr

a,t(χ),

(3.3.6)

where µr
a,t is a measure on ∂D so that dµr

a,t/dm = Qr
a,t. So µr

a,t is a positive measure.

Note that Qr
a,t(0) = r + ln ψ′a,t(0). As r → 0+, S(ρr(a + t), χ, 0) → S(ρ(a + t), χ, 0),

uniformly in χ ∈ ∂D. And ReS(ρ(a + t), χ, 0) is positive, uniformly in χ ∈ ∂D. So

we may find b, ε > 0 such that for r ∈ (0, b), ReS(ρr(a + t), χ, 0) > ε. We may

choose C > 0 so that |Qr
a,t(0)| ≤ C for r ∈ (0, b). Then formula (3.3.6) implies that

|µr
a,t| ≤ C/ε for r ∈ (0, b). So there is a sequence rn → 0 such that µrn

a,t converges

to some positive measure µa,t on ∂D in the weak* topology. Since for each fixed

z ∈ Ω(ρ(t)), Qrn
a,t(z) → − ln |ϕ−1

a,t (z)/z| and S(ρrn(a + t), χ, z) → S(ρ(a + t), χ, z),

uniformly in χ ∈ ∂D, so we have

− ln |ψ−1
a,t (z)/z| =

∫

∂D
ReS(ρ(t), χ, z)dµa,t. (3.3.7)

From this we see that µa,t is independent of the sequence {rn}, so it is the weak*

limit of µr
a,t as r → 0+. If µa,t = 0 then ψ−1

a,t (z) = χz for some χ ∈ ∂D, from which

follow that La(t) = ∅, which is impossible. Thus µa,t is strictly positive. This implies

ψ′a+t(0) > ψ′a(0), and so t 7→ ψ′t(0) is increasing on [0, ∆(L)).

Consider t∞ ∈ [0, ∆) and a sequence tn in [0, ∆(L)) that converges to t∞. Since

{ψtn} is uniformly bounded, so is a normal family. We may find a subsequence of ψtn

that converges to some ψ uniformly on each compact subset of Ω(ω0) \ L(t∞). Since

ψ′tn(0) ≥ 1 for all n, so ψ can’t be a constant map. By Lemma 2.5.1, ψ is a conformal

map, and a subsequence of Ω(ρ(tn)) converges to ψ(Ω(ω0) \L(t∞)), which must be a

(m+1)−connected domain since Ω(ω0)\L(t∞) is. Thus ψ(Ω(ω0)\L(t∞)) = Ω(ρ) for
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some ρ ∈ Tm. Since all ψtn(0) = 0 and ψ′tn(0) > 0, we have ψ(0) = 0 and ψ′(0) > 0.

Thus ψ = ψt∞ and Ω(ρ) = Ω(ρ(t∞)). Since all subsequential limits of ψtn is ψt∞ , we

conclude that ψtn converges to ψt∞ uniformly on each compact subset of Ω(ω0)\L(t∞)

and Ω(ρ(tn)) → Ω(ρ(t∞)). We may change ρ(t) without changing Ω(ρ(t)) such that

ρ(0) = ω0 and ρ(t) is continuous on [0, ∆(L)). Then ψt maps Fj(w0) onto Fj(ρ(t))

for each j. Thus S(ρ(t), χ, z) is continuous in both t and χ. The continuity of ψt in

t implies that t 7→ ψ′t(0) is continuous. We have proved that it is increasing. After a

time-change of L, we may assume that ψ′t(0) = et for all t ∈ [0, ∆(L)).

Fix T ∈ (0, ∆(L)). Choose T ′ ∈ (T, ∆(L)). Let J be a Jordan curve in Ω(ω0) \
L(T ′) that surrounds ∪m

1 Fj(ω0) ∪ {0}. For a ∈ [0, T ] and t ∈ (0, T ′ − T ], let ΓJ
a,t be

the family of curves in Ω(ω0) \J \L(a+ t) that disconnect J from L(a+ t) \L(a) and

touch ∂D∪L(a+ t). From the definition of Loewner chains and conformal invariance

of extremal length, the extremal length of ψa(Γ
J
a,t) and ψa+t(Γ

J
a,t) tend to 0 as t → 0+,

uniformly in a ∈ [0, T ]. These two curve families both lie in D, whose area is finite,

so the minimum length of ψa(Γ
J
a,t) and ψa+t(Γ

J
a,t) tends to 0 as t → 0+, uniformly in

a ∈ [0, T ]. So there is a positive function l on (0, T ′−T ] with limt→0+ l(t) = 0 such that

for all a ∈ [0, T ] and t ∈ (0, T ′− T ], there is αa,t ∈ ψa(Γ
J
a,t) and βa,t ∈ ψa+t(Γ

J
a,t) with

lengths less than l(t). Since αa,t disconnects ψa(L(a + t) \ L(t)) = La(t) from ψa(J),

so the diameter of La(t) is less than l(t) when l(t) is small enough. Thus for fixed

a ∈ [0, T ], ∩t>0La(t) is a single point on ∂D, denoted by χ(t). Especially, χ(0) = eiξ0 .

Now we consider βa,t. The set of points on ∂D that are not disconnected by βa,t from

ψa+t(J) is an open arc, denoted by I2
a,t. Let I1

a,t = ∂D\I2
a,t. Since ψ−1

a,t maps Ω(ρ(a+t))

conformally onto Ω(ρ(a))\La(t) and ψ−1
a,t (βa,t) disconnects La(t) from ψa(J), so ψa,t(z)

approaches ∂D as z approaches I2
a,t. Thus Qr

a,t(χ) = − ln |ψ−1
a,t (e

−rχ)| → 0 as r → 0+

for all χ ∈ I2
a,t. Since µa,t is the weak* limit of µr

a,t with dµr
a,t/dm = Qr

a,t, so µa,t is

supported by I1
a,t. We may choose t1 > 0 so that l(t) < 1/5 if t < t1. Now suppose

t ∈ (0, t1). That the diameter of La(t) is less than l(t) implies that for χ ∈ I1
a,t, the

upper limit of Qr
a,t(χ) when r → 0+ is less than − ln(1− l(t)). Note that the length
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of I1
a,t is less than 2l(t), so m(I1

a,t) < l(t)/π. Thus

|µa,t| = µa,t(I
1
a,t) < − ln(1− l(t))l(t)/π < l(t)2.

Formula (3.3.7) implies that

− ln(ψ−1
a,t (z)/z) =

∫

∂D
S(ρ(a + t), χ, z)dµa,t(χ) + iCa,t,

for some Ca,t ∈ R. Since (ψ−1
a,t )

′(0) = −t, we may set − ln(ψ−1
a,t (z)/z) = t for z = 0.

Thus

Ca,t = −
∫

∂D
ImS(ρ(a + t), χ, 0)dµa,t(χ).

From the definition of S(ω, χ, z), we see that

S(ρ(a + t), χ, z)− iImS(ρ(a + t), χ, 0)− χ + z

χ− z

is uniformly bounded in a ∈ [0, T ], t ∈ (0, t1), χ ∈ ∂D, and z ∈ Ω(ρ(a + t)). Thus

there is C > 0 such that

|S(ρ(a + t), χ, z)− iImS(ρ(a + t), χ, 0)| ≤ C/|z − χ|.

We may choose d > 0 such that the distance of ψu(J) from ∂D is greater than d

for all u ∈ [0, T ′]. Then there is t2 ∈ (0, t1) such that l(t) < min{d/(5C), 1/10} for

t ∈ (0, t2). From now on, we always suppose a ∈ [0, T ] and t ∈ (0, t2). Since βa,t has

length less than l(t) and touches ∂D, we may choose a crosscut γa,t in D with two

ends on ∂D separating ψa+t(J) from βa,t so that the distance from any point of γa,t

to βa,t is between Cl(t) and 3Cl(t). Now γa,t divides Ω(ρ(a + t)) into two parts. Let

Ωa,t denote the component that contains βa,t. Then the diameter of Ωa,t is not bigger

than that of γa,t, which is less than 7l(t). For z ∈ Ω(ρ(a + t)) \ Ωa,t, the distance
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between z and I1
a,t is at least Cl(t). Thus for all z ∈ Ω(ρ(a + t)) \ Ωa,t,

| ln(ψ−1
a,t (z)/z)| ≤

∫

I1
a,t

|S(ρ(a + t), χ, z)− iImS(ρ(a + t), χ, 0)|dµa,t(χ)

≤ C/(Cl(t))|µa,t| ≤ l(t),

which implies that |ψ−1
a,t (z) − z| ≤ el(t) − 1 ≤ 2l(t) as l(t) ≤ 1/10. Since this is true

for z ∈ γa,t, so the diameter of ψ−1
a,t (γa,t) is less than 11l(t). Note that the image of

Ωa,t under ψ−1
a,t is the domain bounded by ψ−1

a,t (γa,t) and La(t) ∪ ∂D, whose diameter

is not bigger than that of ψ−1
a,t (γa,t). It follows that for all z ∈ Ωa,t,

|ψ−1
a,t (z)− z| < (7 + 2 + 11)l(t) = 20l(t). (3.3.8)

The above formula is in fact ture for z ∈ Ω(ρ(a + t)). Suppose 0 ≤ a1 < a2 ≤ T and

d0 = a2 − a1 < t2/2. Note that

La2(t2/2) = ψa2(L(a2 + t2/2) \ L(a2)), and

La1(t2/2 + d0) = ψa1(L(a2 + t2/2) \ L(a1)).

Choose z0 ∈ L(a2 + t2/2) \ L(a2) ⊂ L(a2 + t2/2) \ L(a1), then ψt2(z0) ∈ La2(t2/2),

ψt1(z0) ∈ La1(t2/2 + d0), and |ψt2(z0) − ψt1(z0)| ≤ 20l(t) by formula (3.3.8). Since

χ(a2) ∈ La2(t2/2), χ(a1) ∈ La1(t2/2 + d0), and the diameters of La1(t2/2 + d0) and

La2(t2/2) are both less than l(t), so |χ(t1) − χ(t2)| ≤ 22l(t). Consequently χ is

continuous.

Similarly, the distance between I1
a,t and La(t) is less than 20l(t). Since χ(t) ∈ La(t)

and the diameters of I1
a,t and La(t) are both less than l(t), so I1

a,t lies in the ball of

radius 22l(t) about χ(t). Now we return to the formula

− ln(ψ−1
a,t (z)/z) =

∫

I1
a,t

(S(ρ(a + t), χ, z)− iImS(ρ(a + t), χ, 0)dµa,t(χ). (3.3.9)
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Set z = 0 and let both sides be divided by t, we then have

1 =

∫

I1
a,t

ReS(ρ(a + t), χ, 0)
dµa,t

t
(χ).

Let t → 0+, then the support of µa,t tends to χ(a), so |µa,t|/t → 1/ReS(ρ(a), χ(a), 0).

This then implies that

weak*− lim
t→0+

µa,t/t = δχ(a)/ReS(ρ(a), χ(a), 0).

Thus

∂+
t (− ln(ψ−1

a,t (z)/z))|t=0 =
S(ρ(a), ξ(a), z)− iImS(ρ(a), χ(a), 0)

ReS(ρ(a), ξ(a), 0)
.

From the definition of ψa,t and the fact that χ is continuous, we have

∂t ln(ψt(z)) =
S(ρ(t), χ(t), ψt(z))− iImS(ρ(t), χ(t), 0)

ReS(ρ(t), χ(t), 0)
. (3.3.10)

This formula holds for t ∈ [0, T ]. However, since we may choose T to be arbitrarily

close to ∆(L) and define ξ(t) accordingly, formula (3.3.10) then holds for all t ∈
[0, ∆(L)). Now for t ∈ [0, ∆(L)], define

h(t) =

∫ t

0

ReS(ρ(s), χs, 0)ds.

After a time-change through h, formula (3.3.10) becomes

∂t ln(ψt(z)) = S(ρ(t), χ(t), ψt(z))− iImS(ρ(t), χ(t), 0). (3.3.11)

Finally, we define β(t) =
∫ t

0
ImS(ρ(s), χs, 0)ds, let ϕt = eiβ(t)ψt, ι(t) = eiβ(t)χ(t),

and ω(t) = ρ(t) + (0, . . . , 0; β(t), . . . , β(t); β(t), . . . , β(t)). Since β(0) = 0, so ϕ0 = ψ0

is the identity, ι(0) = χ(0) = eiξ0 and ω(0) = ω0. We may choose a continuous

real valued function ξ such that ι = eiξ and ξ(0) = ξ0. Since Fj(ω(t)) and Ω(ω(t))

are rotations of Fj(ρ(t)) and Ω(ρ(t)), respectively, by eiβ(t), so ϕt maps Ω(ω0) \ L(t)

conformally onto Ω(ω(t)) and corresponds Fj(ω0) with Fj(ω(t)) for each j. Moreover,
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S(ω(t), ι(t), ϕt(z)) = S(ρ(t), χ(t), ψt(z)). Thus from (3.3.11),

∂t ln ϕt(z) = ∂t ln ψt(z) + iβ′(t) = S(ω(t), χ(t), ϕt(z)),

from which follows that ∂tϕt(z) = ϕt(z)S(ω(t), eiξ(t), ϕt(z)).

Suppose for k = 1, 2, there are a continuous increasing function hk on [0, ∆(L))

with hk(0) = 0, a continuous real valued function ξk and a Tm valued function ωk

on [0, hk(∆(L)) with ξk(0) = ξ0, ωk(0) = ω0, and ϕk
t that maps Ω(ω0) \ L(hk(t))

conformally onto Ω(ωk(t)) and fixes 0 so that ϕk
0 is identity and

∂tϕ
k
t (z) = ϕk

t (z)S(ωk(t), e
iξk(t), ϕk

t (z)). (3.3.12)

Note that ϕk
h−1

k (t)
maps Ω(ω0) \ L(t) conformally onto a type D domain and fixes 0.

Therefore ϕ2
h−1
2 (t)

(z) = Q(t)ϕ1
h−1
1 (t)

(z) for some Q(t) ∈ ∂D. Let h = h−1
1 ◦ h2. Then

ϕ2
t (z) = Q(h2(t))ϕ

1
h(t)(z). It is clear that Q is continuous and Q(0) = 1. We may

write Q(t) = eiη(t) so that η is continuous and η(0) = 0. Then

ln ϕ2
t (z) = iη(h2(t)) + ln ϕ1

h(t)(z).

Formula (3.3.12) implies ∂t ln ϕk
t (z) = S(ωk(t), e

iξk(t), ϕk
t (z)). This then implies that

τ := η ◦ h2 and h are differentiable, and

∂t ln ϕ2
t (z) = iτ ′(t) + h′(t)∂t ln ϕ1

h(t)(z), (3.3.13)

from which follows that

S(ω2(t), e
iξ2(t), ϕ2

t (z)) = iτ ′(t) + h′(t)S(ω1(h(t)), eiξ1(h(t)), ϕ1
h(t)(z)). (3.3.14)

Now use ϕ2
t (z) = eiτ(t)ϕ1

h(t)(z). Let

ω3(t) = ω2(t)− (0, . . . , 0; τ(t), . . . , τ(t); τ(t), . . . , τ(t))
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and ξ3(t) = ξ2(t)− τ(t), then

S(ω2(t), e
iξ2(t), ϕ2

t (z)) = S(ω3(t), e
iξ3(t), ϕ1

h(t)(z)).

This together with (3.3.14) implies that

S(ω3(t), e
iξ3(t), z) = iτ ′(t) + h′(t)S(ω1(h(t)), eiξ1(t), z),

for any z ∈ Ω(ω1(h(t))). Let z → eiξ1(t), then the right hand side tends to ∞, so does

the left hand side. Thus eiξ3(t) = eiξ1(t). Recall that S(ω3(t), e
iξ3(t), z)− eiξ3(t)+z

eiξ3(t)−z
tends

to 0 as z → eiξ3(t). Thus

lim
z→χ1(h(t))

(
iτ ′(t) + h′(t)S(ω1(h(t)), eiξ1(h(t)), z)− eiξ1(h(t)) + z

eiξ1(h(t)) − z

)
= 0.

On the other hand, S(ω1(h(t)), eiξ1(h(t)), z)− eiξ1(h(t))+z
eiξ1(h(t))−z

tends to 0 as z → χ1(h(t)). We

must have τ ′(t) ≡ 0 and h′(t) ≡ 1. Thus Q(t) ≡ 1, h1 = h2, eiξ2 = eiξ1 , ϕ1
t = ϕ2

t and

Ω(ω1(t)) = Ω(ω2(t)). Since ωk and ξk are continuous and ωk(0) = ω0, ξk(0) = ξ0, so

ω1 = ω2 and ξ1 = ξ2.

Finally, we need to prove that ω′(t) = V (ω(t), ξ(t)). Suppose αj is the side

of Ω(ω0) that corresponds to Fj(ω0), 1 ≤ j ≤ m. Since ϕt corresponds Fj(ω0) with

Fj(ω(t)), and Fj(ω(t)) is locally connected (see [12]), ϕt can be extended continuously

to αj, 1 ≤ j ≤ m. Under the map ϕt, each end point of some Fj(ω0) has exactly

one pre-image, and other points of Fj(ω0) all have two pre-images. Suppose w±
j (t) =

ϕ−1
t (exp(pj(t) + iθ±j (t))). Note that Gt := S(eiξ(t), ·) ◦ ϕt maps Ω(ω0) conformally

onto a type RH domain, and each αj corresponds with a vertical line segment. So

Gt can be extended continuously to all αj. And we have ∂tϕt(z) = ϕt(z)Gt(z) for all

z ∈ ∪αj. We may find ψt defined on ∪αj such that ϕt = exp ◦ψt, ∂tψt(z) = Gt(z),

and

ψt(αj) = [pj(ω(t)) + iθ−j (ω(t)), pj(ω(t)) + iθ+
j (ω(t))].

Thus pj(ω(t)) = Re ψt(αj), θ−j (ω(t)) = min Im ρt(αj), and θ+
j (ω(t)) = max Im ρt(αj).



68

Let z±j (t) ∈ αj be the unique prime ends such that ψt(z
±
j (t)) = pj(w(t)) +

iθ±j (w(t)). From the definition of Gt, qj and σ±j , we see that

Gt(z
±
j (t)) = qj(ω(t), ξ(t)) + iσ±j (ω(t), ξ(t)). (3.3.15)

Now fix t0 ∈ [0, ∆(L)). We have

dtpj(ω(t))|t=t0 = ∂tRe ψt(z
−
j (t0))|t=t0 = Re Gt0(z

−
j (t0)) = qj(ω(t0), ξ(t0)). (3.3.16)

Suppose fj maps a neighborhood Uj of z−j (t) in Ω̂(ω0) conformally onto a neigh-

borhood of 0 in H such that fj(z
−
j ) = 0 and fj(Uj ∩αj) ⊂ R. For z ∈ αj near z−j (t0),

ψt0(z) behaves like ψt0(z
−
j (t0)) + iCjfj(z)2 for some Cj ∈ R. This implies that for

z ∈ Uj ∩ αj,

Im ψt0(z)− Im ψt0(z
−
j (t0)) ≥ Cjfj(z)2.

On the other hand, Gt0 is Lipschitz on αj, so for z ∈ αj,

|Gt0(z)−Gt0(z
−
j (t0))| ≤ C ′

j|fj(z)|

for some C ′
j > 0. Since ∂tψt(z) = Gt(z), so

Im ψt0+ε(z)− Im ψt0(z) = εIm Gt0(z) + o(ε).

Thus for all z ∈ Bj,

Im ψt0+ε(z) ≥ Im ψt0(z
−
j (t0)) + εIm Gt0(z

−
j (t0)) + o(ε) + Cjfj(z)2 − εC ′

j|fj(z)|

≥ Im ψt0(z
−
j (t0)) + εIm Gt0(z

−
j (t0)) + o(ε)− (C ′

j)
2

4Cj

ε2.

This implies that

θ−j (ω(t0 + ε)) = min Im ψt0+ε(αj) ≥ Im ψt0(z
−
j (t0)) + εIm Gt0(z

−
j (t0)) + o(ε).
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On the other hand

θ−j (ω(t0 + ε)) ≤ Im ψt0+ε(z
−
j (t0)) = Im ψt0(z

−
j (t0)) + εIm Gt0(z

−
j (t0)) + o(ε).

Thus by the definition of z−j (t0) and formula (3.3.15), we have

dtθ
−
j (ω(t))|t=t0 = Im Gt0(z

−
j (t0)) = σ−j (ω(t0), χ(t0)).

Similarly, we can prove the above formula when the superscript − is replaced by +.

These together with formula (3.3.16) finish the proof. 2

Now suppose L has the law of the HRLCκ(Ω(ω0; 1 → 0) for some κ ≥ 0. From

Theorem 3.3.1, there are a continuous increasing function v on [0, ∆(L)), a real valued

function ξ and a Tm valued function ω on [0, v(∆(L)) with ξ(0) = 0 and ω(0) = ω0,

and a family of maps ϕt that maps Ω(ω0) \ L(u(t)) conformally onto Ω(ω(t)), where

u is the inverse function of v, such that ϕ0 is an identity and

∂tϕt(z) = ϕt(z)S(ω(t), eiξ(t), ϕt(z)).

And they are all uniquely determined by L. For ω ∈ Tm, let Gω be the Green function

in Ω(ω) with the pole at 0.

Theorem 3.3.2 There is a standard Brownian motion B(t) such that

ξ(t) =
√

κB(t) + (3− κ/2)

∫ t

0

(∂x∂y/∂y)(Gω(s) ◦ ei)(ξ(s))ds.

And u′(t) = 1/∂y(Gω(t) ◦ ei)(ξ(t))2.

Proof. The idea of the proof is similar as those of all equivalence theorems that we

have encountered. So we omit the proof. 2

Now write A(ω, ξ) := (∂x∂y/∂y)(Gω ◦ ei)(ξ) for ω ∈ Tm and ξ ∈ R. Let d(t) :=
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ξ(t)−√κB(t). Then ω and d satisfy the differential equations:





ω′(t) = V (ω(t), d(t) +
√

κBc(t));

d′(t) = (3− κ/2)A(ω(t), d(t) +
√

κB(t)),
(3.3.17)

with the initial value ω(0) = ω0 and d(0) = 0. Now it is interesting to ask whether we

can start from a standard Brownian motion B and get ω and ξ by solving the system

(3.3.17). The answer is not known now. The difficulty is that it is not obvious that

V and A are Lipschitz. So we may not be able to apply the existence and uniqueness

theorem for the solution of an ordinary differential equation.

We may also consider other types of canonical domains. Let T A
m be the set of

(p0, p1, . . . , pm; θ−1 , . . . , θ−m; θ+
1 , . . . , θ+

m) ∈ R3m+1 such that for each 1 ≤ j ≤ m, p0 <

pj < 0, θ−j < θ+
j < θ−j + 2π, and

Fj := {exp(p + iθ) : θ−j ≤ θ ≤ θ+
j }, 1 ≤ j ≤ m,

are mutually disjoint. Let

Ω(ω) := A|p0(ω)| \ ∪m
j=1Fj(ω).

Then each (m + 2)-connected type A domain is Ω(ω) for some ω ∈ Tm.

For ω ∈ T A
m and χ ∈ ∂D, let S(ω, χ, ·), qj(ω, χ) and σ±(ω, χ), 1 ≤ j ≤ m, be

defined in exactly the same way as in the case of type D domains. We let q0(ω, χ) be

the real part of S(ω, χ,C|p0(ω)|), and

V (ω, χ) := (q0, q1, . . . , qm; σ−1 , . . . , σ−m; σ+
1 , . . . , σ+

m)(ω, χ).

Then Theorem 3.3.1 still holds with Tm replaced by T A
m . If m = 0, then the equation

becomes the annulus Loewner equation.

Suppose L has the law of HRLCκ(Ω(ω0); 1 → C|p0(ω0)|) for some κ ≥ 0. Then

from Theorem 3.3.1 for T A
m , there are a continuous increasing function v on [0, ∆(L)),
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a real valued function ξ and a T A
m valued function ω on [0, v(∆(L)) with ξ(0) = 0

and ω(0) = ω0, and a family of maps ϕt that maps Ω(ω0) \ L(u(t)) conformally onto

Ω(ω(t)), where u is the inverse function of v, such that ϕ0 is an identity and

∂tϕt(z) = ϕt(z)S(ω(t), eiξ(t), ϕt(z)).

For any ω ∈ T A
m , let Hω be the harmonic measure function of C|p0(ω)| in Ω(ω). Then

Theorem 3.3.2 holds for type A domains with G replaced by H.

For the type H or S domains, we need differential equations similar to the chordal

and strip Loewner equations. Let T H
m be the set of (p1, . . . , pm; θ−1 , . . . , θ−m; θ+

1 , . . . , θ+
m)

∈ R3m such that for each 1 ≤ j ≤ m, pj > 0, θ−j < θ+
j , and

Fj := [θ−j + ipj, θ
+
j + ipj], 1 ≤ j ≤ m,

are mutually disjoint. Let

Ω(ω) := H \ ∪m
j=1Fj(ω).

Then each (m + 1)-connected type H domain is Ω(ω) for some ω ∈ T H
m . We then

have the following theorem.

For ω ∈ T H
m and ξ ∈ R, there is a unique R(ω, ξ, ·) that maps Ω(ω) conformally

onto a type LH domain such that ξ is mapped to ∞, and

R(ω, ξ, z)− 2

z − ξ
→ 0, as z → ξ.

Then we may denote





σ±j (ω, ξ) + iqj(ω, ξ) = R(ω, ξ, θ±j (ω) + ipj(ω));

V (ω, ξ) = (q1, . . . , qm; σ−1 , . . . , σ−m; σ+
1 , . . . , σ+

m)(ω, ξ).
(3.3.18)

So V is a R3m valued function on T H
m × R.

Theorem 3.3.3 Suppose ω0 ∈ T H
m and L is a Loewner chain in Ω(ω0) started from

ξ0 ∈ R. Then after a time-change of L, there are a real valued continuous function
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ξ and a differentiable T H
m valued function ω defined on [0, ∆(L)) with ξ(0) = ξ0 and

ω(0) = ω0, a family of ϕt that maps Ω(ω0) \ L(t) conformally onto Ω(ω(t)) such that

ϕ0(z) = z, ϕt(∞) = ∞, ϕt(Fj(ω0) = Fj(ω(t)), 1 ≤ j ≤ n, 0 ≤ t < ∆(L), and

∂tϕt(z) = R(ω(t), ξ(t), ϕt(z)). (3.3.19)

The time-change, ω(t), ξ(t) and ϕt are uniquely determined by L. And ω′(t) =

V (ω(t), ξ(t)).

Suppose L has the law of an HRLCκ(Ω(ω0); 0 → ∞) for some κ ≥ 0. From

Theorem 3.3.3 there are a continuous increasing function v on [0, ∆(L)), a real valued

function ξ and a T H
m valued function ω on [0, v(∆(L)) with ξ(0) = 0 and ω(0) = ω0,

and a family of maps ϕt that maps Ω(ω0) \ L(u(t)) conformally onto Ω(ω(t)), where

u is the inverse function of v, such that ϕ0 is an identity and

∂tϕt(z) = R(ω(t), ξ(t), ϕt(z)).

For ω ∈ Tm, let Mω be the minimal function in Ω(ω) with the pole at ∞, normalized

by z 7→ −1/z.

Theorem 3.3.4 There is a standard Brownian motion B(t) such that

ξ(t) =
√

κB(t) + (3− κ/2)

∫ t

0

(∂x∂y/∂y)Mω(s)(ξ(s))ds.

And u′(t) = a2/∂yMω(t)(ξ(t))
2 for some a > 0.

The case of type S domain is similar as that of type H domains. Let T S
m be the

set of (p0, p1, . . . , pm; θ−1 , . . . , θ−m; θ+
1 , . . . , θ+

m) ∈ R3m+1 such that for each 1 ≤ j ≤ m,

p0 > pj > 0, θ−j < θ+
j , and

Fj := [θ−j + ipj, θ
+
j + ipj], 1 ≤ j ≤ m,
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are mutually disjoint. Let

Ω(ω) := Sp0 \ ∪m
j=1Fj(ω).

Then each (m + 1)-connected type S domain is Ω(ω) for some ω ∈ T S
m . For ω ∈ T S

m

and ξ ∈ R, let R(ω, ξ, ·), qj and σ±j be defined in exactly the same way as that in the

case of type H domains. Let

V (ω, ξ) := (0, q1, . . . , qm; σ−1 , . . . , σ−m; σ+
1 , . . . , σ+

m)(ω, ξ).

Then Theorem 3.3.3 still holds with T H
m replaced by T S

m . Since the first coordinate

of V is 0, so p0(ω(t)) ≡ p0(ω0). If m = 0 and p0 = π, then this becomes the strip

Loewner equation.

Suppose L has the law of the HRLCκ(Ω(ω0); 0 → ip0(ω0) + R) for some κ ≥ 0.

From Theorem 3.3.3 for T S
m domains there are a continuous increasing function v

on [0, ∆(L)), a real valued function ξ and a T S
m valued function ω on [0, v(∆(L))

with ω(0) = ω0 and ξ(0) = 0, and a family of maps ϕt that maps Ω(ω0) \ L(u(t))

conformally onto Ω(ω(t)), where u is the inverse function of v, such that ϕ0 is an

identity and

∂tϕt(z) = R(ω(t), ξ(t), ϕt(z)).

For ω ∈ Tm, let Hω be the harmonic measure function of ip0(ω) + R in Ω(ω). Then

Theorem 3.3.4 holds for type S domains with M replaced by H and the arbitrary

a > 0 be replaced by 1.
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Chapter 4

Loop-erased random walk and
HRLC2

4.1 Loop-erased random walk

The graphs that we will consider in this chapter are connected simple nondirected

graphs such that the degree of each vertex is finite. We use V (G) and E(G) to denote

the vertex set and edge set of a graph G. If two vertices v1 and v2 of G are adjacent,

we write v1 ∼ v2.

A path X on G is a map from N := N ∪ {0} or Nm := {n ∈ N : n ≤ m} for some

m ∈ N to V (G) such that X(n) ∼ X(n− 1). X is called a simple path if the map is

an injection. The edges of X are those {X(n), X(n + 1)}. We say the length of X is

∞ if X is defined on N; or m if X is defined on Nm.

The loop-erasure of a path X of length m is defined as follows. Let σ(0) be

the biggest n such that X(n) = X(0). When σ(k) is defined, if σ(k) = m then

let τ = σ(k) and we stop here; otherwise, let σ(k + 1) be the biggest n such that

X(n) = X(σ(k) + 1). The loop-erasure LE(X) of X is defined on Nτ such that

LE(X)(j) = X(σ(j)). It is clear that LE(X) is a simple path, and starts and ends

at the same points as X. See [3] for details.

A (simple) random walk on a graph G started from v0 ∈ V (G) is a random infinite

path X such that X(0) = v0, and

Pr[X(n + 1) = v|X(0), . . . , X(n)] = 1/deg(X(n), if v ∼ X(n).
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A subset A of V (G) is reachable if for a random walk X on G started from v0 ∈ V (G)

will hit A almost surely. This property in fact does not depend on the choice of v0. If

A is reachable, then A could be set as the boundary of G, and the pair (G,A) is called

a graph with boundary, where the points of A are called boundary vertices, and the

points of V (G) \ A are called interior vertices. A random walk in G started from v0

stopped on hitting A is called a random walk in (G,A) started from v0. This random

walk only hits one point of A, and has finite length almost surely. The loop-erasure

of this stopped random walk is called the LERW in (G,A) started from v0.

Now suppose D is a multiply connected (plane) domain, 0 ∈ ∂D and there is a > 0

such that the line segment (0, a] ⊂ D. Then as z → ∂D along (0, a], z converges to

a prime end of D. Let 0+ denote that prime end. For δ > 0, we consider δZ2 be as

a graph whose edges are the pairs of nearest points of δZ2. Each edge of δZ2 could

also be considered as a closed line segment. If 0 < δ < a, then δ = (δ, 0) ∈ δZ2 ∩D.

Let D̃δ be the biggest connected subgraph of δZ2 containing δ whose vertices and

edges are all contained in D. Let ∂EDδ be the set of pairs {p, v} where p ∈ ∂D and

v ∈ V (Dδ) such that there is an edge e of δZ2 satisfying [v, p) ⊂ e ∩ D. Let ∂V Dδ

be the set of p ∈ ∂D that is contained in any edge of ∂EDδ. We let Dδ be the union

of D̃δ with the edge set ∂EDδ and the vertex set ∂V Dδ. Then Dδ is called the grid

approximation of D in δZ2. It is a connected graph, and the degree of each vertex is

at most 4.

The vertices and edges of D̃δ are called interior vertices and edges of Dδ; and

∂V Dδ and ∂EDδ are called the sets of boundary vertices and edges of Dδ. From the

recurrence property of a random walk on δZ2, we see that ∂V Dδ is reachable, so it

could be set as a boundary set of Dδ. And as z → ∂D along any edge e ∈ ∂EDδ, z

converges to a prime end of D. We say that e intersects or hits ∂̂D at that prime end.

From the construction of Dδ, for any v ∈ V (Dδ) there is a path on Dδ connecting δ

and v whose edges are all contained in D with the only possible exception at the last

edge when v ∈ ∂D.

Now suppose p0 ∈ D ∩ cZ2 for some c > 0. Then if n ∈ N is big enough, we

have p0 ∈ V (Dδn), where δn = c/n. Let X be an LERW on (Dδn , ∂V Dδn ∪ {p0})
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started from δn conditioned to hit p0, i.e., conditioned on the event that X stopes

at p0, which should have a positive probability because there is a path on Dδn from

δn to p0 without passing ∂V Dδn . It is also the loop-erasure of the random walk on

(Dδn , ∂V Dδn ∪{p0}) started from δn conditioned to hit p0. We construct a curve from

X which is the union of all edges of X and the line segment [0, δn]. This curve is

a simple path from 0+ to p0. We expect that as n → ∞, this curve converges to

HRLC2(D; 0+ → p0) trace in a suitable sense.

Suppose I is a side arc of D. Then if δ > 0 is small enough, there exist edges

of ∂EDδ that intersect ∂̂D at I. Let X be an LERW on (Dδ, ∂V Dδ) started from δ

conditioned to hit ∂̂D at I. We construct a curve from X which is the union of all

edges of X and the line segment [0, δ]. This curve is a simple path from 0 to a prime

end on I. We expect that as ε → 0+, this curve converges to HRLC2(D; 0+ → I)

trace in a suitable sense.

Suppose p1 ∈ ∂D ∩ cZ2 for some c > 0, and ∂D is flat near p1, which means that

there is some ε > 0 such that (p1 + εD) ∩ D = p1 + (εD ∩ uH), where u = ±1 or

±i. Then p1 represents a prime end of D. And if n ∈ N is big enough, we have

p1 ∈ V (Dδn), where δn = c/n. Let X be an LERW on (Dδn , ∂V Dδn) started from δn

conditioned to hit p1. We construct a curve from X which is the union of all edges of

X and the line segment [0, δn]. This curve is a simple path from 0+ to p1. We expect

that as n →∞, this curve converges to HRLC2(D; 0+ → p1) trace in a suitable sense.

Now we suppose 0 ∈ D instead of 0 ∈ ∂D and let D̃δ be the biggest connected sub-

graph of δZ2 containing 0 whose vertices and edges are all contained in D. Construct

Dδ from D̃δ in the same way as before. Suppose I is a side arc of D. Let X be an

LERW on (Dδ, ∂V Dδ) started from 0 conditioned to hit ∂̂D at I. We construct a curve

from X which is the union of all edges of X. We expect that as ε → 0+, this curve

converges to the interior HRLC2(D; 0 → I) trace in a suitable sense. Similarly, we

may construct LERW that is supposed to converge to the interior HRLC2(D; 0 → p)

trace for an interior point p or a prime end p.
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4.2 Observables

4.2.1 Observables for LERW

Suppose f is defined on V (G), the vertex set of G. Then ∆Gf is defined by

∆G(f)(v) =
∑
w∼v

(f(w)− f(v)).

Suppose S1, S2, S3 are subsets of V (G), let ΓS3
S1,S2

denote the path X of finite length m

for some m ∈ N such that X(0) ∈ S1, X(m) ∈ S2, and X(n) ∈ S3 for 1 ≤ n ≤ m− 1.

Suppose X is a path of finite length m. The reversal of X is a path R(X) defined on

Nm such that R(X)(n) = X(m− n). Let P0, P1 and P2 be defined by

P0(X) =
m−1∏
j=1

1

deg(X(j))
, P1(X) =

m−1∏
j=0

1

deg(X(j))
, P2(X) =

m∏
j=0

1

deg(X(j))
.

Then P0(X) = P0(R(X)) and P2(X) = P2(R(X)).

Lemma 4.2.1 Suppose A and B are disjoint subsets of V , and A∪B is reachable. Let

f(v) be the probability that the random walk on (G,A∪B) started from v hits A. Then

f is the unique bounded function on V that satisfies f ≡ 1 on A, f ≡ 0 on B, and

∆Gf ≡ 0 on C := V (G) \ (A∪B). Moreover
∑

v∈B ∆Gf(v) = −∑
v∈A ∆Gf(v) > 0.

Proof. The proof is elementary. For the last statement, note that
∑

v∈B ∆Gf(v) =
∑

P0(X) where X runs over the non-empty set ΓC
B,A; and−∑

v∈A ∆Gf(v) =
∑

P0(X)

where X runs over ΓC
A,B. The values of the two summations are equal because the

reverse map R is a one-to-one correspondence between ΓC
B,A and ΓC

A,B, and P0(X) =

P0(R(X)). 2

Lemma 4.2.2 Let A, B, C and f be as in Lemma 4.2.1. Fix x ∈ C. Let h(v) be

equal to the probability that a random walk on (G,A∪B) started from v hits x. Then

∑
v∈A

∆Gh(v) = f(x)(−∆Gh(x)).
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Proof. From the proof of Lemma 4.2.1, we have

f(x) =
∑

X∈ΓC
x,A

P1(X) =
∑

Y ∈ΓC
x,x

P2(Y )
∑

Z∈Γ
C\{x}
x,A

P0(Z) =
∑

Y ∈ΓC
x,x

P2(Y )
∑
v∈A

∆Gh(v),

and

1 =
∑

X∈ΓC
x,A∪B

P1(X) =
∑

Y ∈ΓC
x,x

P2(Y )
∑

Z∈Γ
C\{x}
x,A∪B

P0(Z) =
∑

Y ∈ΓC
x,x

P2(Y )(−∆Gh(x)).

So we proved this lemma. 2

Let L(A,B) =
∑

v∈B ∆Gf(v) for the f in Lemma 4.2.1. Then L(A, B) = L(B, A)

is non-decreasing in both A and B. If A or B is finite, then L(A,B) < ∞. Suppose

L(A,B) < ∞. If x ∈ C = V (G)\A\B, then L(A∪{x}, B) ≤ L(A,B)+L(x,B) < ∞.

Thus if A′ \ A and B′ \B are both finite, then L(A′, B′) < ∞.

Lemma 4.2.3 Let A, B, C and f be as in Lemma 4.2.1. Suppose L(A,B) < ∞. Fix

x ∈ C such that f(x) > 0. Then there is a unique bounded function g on V such that

g ≡ 1 on A; g ≡ 0 on B; ∆Gg ≡ 0 on C\{x}; and
∑

v∈A ∆Gg(v) = 0. Moreover, such

g is non-negative and satisfies
∑

v∈B∪{x} ∆Gg(v) = 0 and ∆Gg(x) = −L(A,B)/f(x).

Proof. Suppose g satisfies the first group of properties. Let I = g − f . Then I is

bounded, I ≡ 0 on A ∪ B and ∆GI ≡ 0 on C \ {x}. Thus I(v) = I(x)h(v), where h

is as in Lemma 4.2.2. Then by Lemma 4.2.1 and 4.2.2,

0 =
∑
v∈A

∆Gg(v) =
∑
v∈A

∆G(I + f)(v) = −I(x)f(x)∆Gh(x)− L(A,B).

Thus I(x) = L(A,B)/(−f(x)∆Gh(x)) is uniquely determined. Therefore g is unique.

On the other hand, if we define g = f + hL(A, B)/(−f(x)∆Gh(x)), then from

the last paragraph, we see that g satisfies the first group of properties. Since f and



79

h are non-negative, and −∆Gh(x) = L(x,A ∪ B) > 0 by Lemma 4.2.1, so g is also

non-negative. By Lemma 4.2.1 and 4.2.2,

∑

v∈B∪{x}
∆Gg(v) = L(A,B) + ∆Gf(x) +

∑

v∈B∪{x}
∆Gh(v)L(A,B)/(−f(x)∆Gh(x))

= L(A,B)−
∑
v∈A

∆Gh(v)L(A,B)/(−f(x)∆Gh(x)) = L(A,B)− L(A,B) = 0.

Finally, ∆Gg(x) = ∆Gh(x) · L(A,B)/(−f(x)∆Gh(x)) = −L(A, B)/f(x). 2

Let A, B and f be as in Lemma 4.2.1. Suppose v0 ∈ V (G) is such that f(v0) > 0.

Then a random walk on (G,A∪B) started from v0 hits A with a positive probability,

and so does the LERW on (G,A∪B) started from v0. Let X be a LERW on (G,A∪B)

started from v0 conditioned to hit A. Suppose X(n) is defined and does not lie on A.

Then from [3] we know that

Pr[X(n + 1) = v|X(0), . . . , X(n)] =
fn(v)∑

w∼X(n) fn(w)
, if v ∼ X(n);

= 0 if v 6∼ X(n), where fn is the f in Lemma 4.2.1 with B replaced by Bn :=

B ∪ {X(j), 0 ≤ j ≤ n}.
Now we assume that L(A,B) < ∞. Let fn and Bn be as above. Let Cn :=

V (G)\A\Bn. Let gn be the g in Lemma 4.2.3 with x = X(n) and B replaced by Bn−1.

One should note that L(A,Bn) < ∞ because Bn \ B is finite, and fn−1(X(n)) > 0

because X(n + ·) is a path from X(n) to A without passing through Bn−1.

Theorem 4.2.1 Let A be the union of A with all vertices of G that are adjacent

to A. Fix any w0 ∈ V (G) \ B \ {v0}. Conditioned on the event that X(j) = vj,

0 ≤ j ≤ k, vk 6∈ A, and fk(w0) > 0, the expectation of gk+1(w0) is equal to gk(w0),

which is determined by vj, 0 ≤ j ≤ k. Thus gk(w0) is a discrete martingale up to the

first time X hits A, or Bk disconnects w0 from A.

Proof. Let S be the set of v such that v ∼ vk and fk(v) > 0. Then the conditional

probability that X(k + 1) = u is fk(u)/
∑

v∈S fk(v) for u ∈ S. For v ∈ S, let gv
k+1
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be the g in Lemma 4.2.3 with x = v and B replaced by Bk. Then with probability

fk(u)/
∑

v∈S fk(v), gk+1 = gu
k+1. Thus the conditional expectation of gk+1(w0) is equal

to g̃k(w0), where

g̃k(v) :=
∑
u∈S

fk(u)gu
k+1(v)/

∑
u∈S

fk(u).

Then g̃k ≡ 0 on Bk, ≡ 1 on A; ∆Gg̃k ≡ 0 on Ck\S, and
∑

v∈A ∆Gg̃k(v) = 0. Moreover,

∆Gg̃k(v) =
fk(v)∆Ggv

k+1(v)∑
u∈S fk(u)

= − L(Bk, A)∑
u∈S fk(u)

, ∀v ∈ S,

by Lemma 4.2.3. Now define ĝk on V (G) such that ĝk(wk) = L(Bk, A)/
∑

u∈S fk(u);

ĝk(v) equals to ĝk(wk) times the probability that a simple random walk on G started

from v hits wk before Bk−1 for those v ∈ Ck such that fk(v) = 0; and ĝk(v) = g̃k(v)

for all other v ∈ V (G). Then ∆Gĝk ≡ 0 on Ck, ĝk ≡ 0 on Bk \{wk}, and ĝk ≡ 1 on A.

Since wk 6∈ A, and for v ∈ Ck such that fk(v) = 0 we have v 6∈ A, so
∑

v∈A ∆Gĝk(v) =
∑

v∈A ∆g̃k(v) = 0. Now ĝk satisfies all properties of gk. The uniqueness of gk implies

that ĝk ≡ gk. Since fk(w0) > 0, we have gk(w0) = ĝk(w0) = g̃k(w0). 2

Remark. The functions gk are called observables for this LERW. We may have

different kinds of observables for an LERW. Let hk(v) be the probability that a random

walk on (G,A ∪ Bk) started from v hits X(k). Let g′k(v) = ckhk(v), where ck > 0 is

chosen so that
∑

v∈A ∆Gg′k(v) = 1. Then g′k ≡ 0 on A ∪ Bk \ {X(k)} and ∆Gg′k ≡ 0

on Ck. The definition of g′k does not require that L(A,B) < ∞. And Theorem 4.2.1

still holds if gk is replaced by g′k.

4.2.2 Observables for HRLC2

Suppose D is a finite Riemann surface, p0 ∈ D and w0 is a prime end of D. Let L

has the law of HRLC2(D; w0 → p0). For each t ∈ [0, ∆(L)), let w(t) be the prime end

(of D \L(t)) determined by L at time t. Let Mt be the minimal function in D \L(t)

with the pole at w(t), normalized by Mt(p0) = 1.

Theorem 4.2.2 For any fixed z ∈ D, (Mt(z), 0 ≤ t < Tz) is a local martingale,
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where Tz is the fist t such that z ∈ L(t) or t = ∆(L).

Proof. Suppose α is the side of D that contains w0. Let Ω be a neighborhood of ∂D

in D \ {0}, Σ a neighborhood of α in D̂ \ {p0}, and W map Ω conformally onto Σ

such that W (∂D) = α and W (1) = w0. Let LΣ be the part of L that is contained in

Σ. Let L′ be a time change of LΣ such that the capacity of Kt := W−1(L′(t)) in D

w.r.t. 0 is t. Let w′(t) be the prime end determined by L′ at time t. Let M ′
t be the

minimal function in D \L′(t) with the pole at w′(t) normalized by M ′
t(p0) = 1. Since

the property of local martingale does not change after a time-change. It suffices to

show that M ′
t(z) is a local martingale for any z ∈ D.

Now (Kt) is a family of standard radial LE hulls driven by some function ξ with

ξ(0) = 0. Let ϕt be the corresponding LE maps. From the definition of HRLC, there

is a standard Brownian motion B(t) such that

dξ(t) =
√

2dB(t) + 2(∂x∂y/∂y)(Gt ◦W ◦ ϕ−1
t ◦ ei)(ξ(t))dt,

where Gt is the Green function in D \ L′(t) with the pole at p0.

Note that W ◦ ϕ−1
t maps ∂D to the side αt of D \ L′(t) that contains w′(t), and

w′(t) = W ◦ϕ−1
t ◦ ei(ξ(t)). Let S(t, w; ·) be the minimal function in D \L′(t) with the

pole at W ◦ϕ−1
t ◦ ei(w), normalized by S(t, w; p0) = 1. Then M ′

t(z) = S(t, ξ(t); z). It

is standard to check that S is C1,2,∞ continuous. Thus M ′
t(z) is a semi-martingale.

We may write dM ′
t(z) = I1

t (z)dB(t) + I2
t (z)dt. Since all M ′

t are harmonic and vanish

on the sides of D other than α, so I1
t and I2

t should also have these properties.

Define f(t, w; z) = S(t, w; W ◦ ϕ−1
t ◦ ei(z)). Then M ′

t(W (eiz)) = f(t, ξ(t); ϕ̃t(z)),

where ϕ̃t is a conformal map that satisfies ei ◦ ϕ̃t = ϕt ◦ ei. From radial Loewner

equation, we have that ϕ̃t satisfies ∂tϕ̃t(z) = cot((ϕ̃t(z)−ξ(t))/2). From Ito’s formula,

we have

dM ′
t(W (eiz)) = ∂tfdt + ∂wf · 2(∂x∂y/∂y)(Gt ◦W ◦ ϕ−1

t ◦ ei)(ξ(t))dt + ∂2
wfdt

+∂xfRe cot(
ϕ̃t(z)− ξ(t)

2
)dt + ∂yf Im cot(

ϕ̃t(z)− ξ(t)

2
)dt + ∂wf ·

√
2dB(t),
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where all derivatives of f are valued at (t, ξ(t); ϕ̃t(z)) and ∂x and ∂y are derivatives

with respect to the last parameter z ∈ C. Define

Dtf(z) = ∂tf + ∂2
wf + ∂wf · 2(∂2

z/∂z)(Gt ◦W ◦ ϕ−1
t ◦ ei)(ξ(t))

+∂xfRe cot(
z − ξ(t)

2
)dt + ∂yf Im cot(

z − ξ(t)

2
),

where all derivatives of f are valued at (t, ξ(t); z). Then

dM ′
t(W (eiz)) = Dtf(ϕ̃t(z))dt + ∂wf(t, ξ(t); ϕ̃t(z)) ·

√
2dB(t). (4.2.1)

Note that f(t, w; ·) has simple poles at w + 2kπ, vanishes otherwhere on R, and

has period 2π. So we may write f(t, w; z) = p(t, w; z)+r(t, w; z) such that p(t, w; z) =

c(t, w)Im cot((z − w)/2) for some c(t, w) ∈ R and r(t, w; ·) vanishes everywhere on

R. It is clear that Dtf vanishes on R \ {ξ(t) + 2kπ : k ∈ Z}. Now Dtf = Dtp + Dtr.

Dtr contributes at most a simple pole at ξ(t), which comes from the terms

∂xr(t, ξ(t); z)Re cot(
z − ξ(t)

2
)dt + ∂yr(t, ξ(t); z)Im cot(

z − ξ(t)

2
).

Dtp contributes poles of order at most 3 at ξ(t). The pole of order 3 comes from the

terms

∂2
wp(t, ξ(t); z) + ∂xp(t, ξ(t); z)Re cot(

z − ξ(t)

2
)dt + ∂yp(t, ξ(t); z)Im cot(

z − ξ(t)

2
).

Plug in p(t, w; z) = c(t, w)Im cot((z−w)/2). We find that the same pole comes from

c(t, ξ(t))Im (∂2
w cot(

z − w

2
)|w=ξ(t) + ∂z cot(

z − ξ(t)

2
) cot(

z − ξ(t)

2
)),

which is in fact constant 0. Thus Dtp contributes no pole of order 3 at ξ(t). Now the

pole of order 2 comes from the terms

∂2
wp(t, ξ(t); z) + ∂wp(t, ξ(t); z)2(∂2

z/∂z)(Gt ◦W ◦ ϕ−1
t ◦ ei)(ξ(t)),
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which has the same coefficient in 1/(z − w)2 as

2∂wc(t, ξ(t))∂w cot(
z − w

2
)|w=ξ(t)

+c(t, ξ(t))∂w cot(
z − w

2
)|w=ξ(t)2(∂2

z/∂z)(Gt ◦W ◦ ϕ−1
t ◦ ei)(ξ(t)).

We now want to prove that the pole of order 2 vanishes, we need that

∂w ln c(t, ξ(t)) = −∂x ln(∂y(Gt ◦W ◦ ϕ−1
t ◦ ei))(ξ(t)).

It suffices to show that c(t, w)∂y(Gt ◦W ◦ ϕ−1
t ◦ ei)(w) is constant in w.

Choose an analytic Jordan curve β0 in Σ such that the domain bounded by α and

β0 is contained in Σ. Choose J that maps a neighborhood of 0 in C conformally onto

some neighborhood of p0 such that J(0) = p0. For ε > 0 small enough, βε = J(ε∂D)

is well defined. Let V be the subdomain of D bounded by β0, βε and the sides of D

other than α. Apply Green’s formula to the region V . We compute

∫

∂V

S(t, w; z)∂nGt(z)ds(z) =

∫

∂V

Gt(z)∂nS(t, w; z)ds(z),

n denoting the outward unit normal vector on ∂V . Since Gt and S(t, w; ·) vanish

on sides of D other than α, so the integrations above can be restricted to β0 ∪ βε.

Since on βε, Gt(z) = O(− ln ε), ∂nSt,w(z) = O(1), and the length of βε is O(ε), so

as ε → 0+, we have
∫

βε
Gt(z)∂nSt,w(z)ds(z) → 0. On the other hand, we find that

∫
βε
|∂nGt(z)|ds(z) is uniformly bounded in ε, and

∫
βε

∂nGt(z)ds(z) = 1. Since the

value of St,w at βε tends to St,w(a) = 1, so
∫

βε
St,w(z)∂nGt(z)ds(z) → 1 as ε → 0+.

Thus

1 =

∫

β0

Gt(z)∂nSt,w(z)ds(z)−
∫

β0

St,w(z)∂nGt(z)ds(z)

=

∫

ϕt◦W−1(β0)

Gt ◦W ◦ ϕ−1
t (z)∂nS(t, w; ·) ◦W ◦ ϕ−1

t (z)ds(z)

−
∫

ϕt◦W−1(β0)

S(t, w; ·) ◦W ◦ ϕ−1
t (z)∂nGt ◦W ◦ ϕ−1

t (z)ds(z).
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For simplicity of notations, we write h̃t = Gt ◦W ◦ ϕ−1
t , ht = h̃t ◦ ei, and f̃(t, w; ·) =

S(t, w; ·) ◦W ◦ ϕ−1
t . Then we see that f = f̃ ◦ ei.

For ε > 0 small, let γε be the image of {w + εeiθ : 0 ≤ θ ≤ π}∪ [w + ε, w + 2π− ε]

under the map ei. Let U denote the domain bounded by ϕt ◦W−1(β0) and γε. Apply

Green’s formula to U . Note that the outer unit normal vectors for V and for U at

each point of ϕt ◦W−1(β0) are opposite to each other. Thus

1 =

∫

γε

h̃t(z)∂nf̃(t, w; z)− f̃(t, w; z)∂nh̃t(z)ds(z)

=

∫

ei({w+εeiθ:0≤θ≤π})
h̃t(z)∂nf̃(t, w; z)− f̃(t, w; z)∂nh̃t(z)ds(z)

=

∫

{w+εeiθ:0≤θ≤π}
ht(z)∂nf(t, w; z)− f(t, w; z)∂nht(z)ds(z),

where n is the unit normal vector pointed towards w. Remember that f(t, w; z) =

p(t, w; z) + r(t, w; z), p(t, w; z) = c(t, w)Im cot((z − w)/2), and r(t, w; ·) has no pole

and vanishes every where on R. Let p̂(t, w; z) = c(t, w)Im (2/(z−w)), and r̂(t, w; z) =

f(t, w; z)− p̂(t, w; z). Then r̂ has the similar property as r. And we have

1 =

∫

{w+εeiθ:0≤θ≤π}
ht(z)∂np̂(t, w; z)− p̂(t, w; z)∂nht(z)ds(z).

There is an analytic function Ft in w + εD such that ht = Im Ft and Ft(w) = 0.

Then F ′
t(w) = ∂yht(w). We may write Ft(z) = ∂yht(w)(z − w) + F̂t(z). On the

circle w + ε∂D, |F̂t(z)| = O(ε2), |∂nF̂t(z)| ≤ |F̂ ′
t(z)| = O(ε), p̂(t, w; z) = O(ε−1),

∂np̂(t, w; z) = O(ε−2), and
∫

w+ε∂D ds = O(ε). Thus

∫

{w+εeiθ:0≤θ≤π}
Im F̂t(z)∂np̂(t, w; z)− p̂(t, w; z)∂nIm F̂t(z)ds(z) = O(ε),

from which follows that

1 = 2∂yht(w)c(t, w) lim
ε→0+

∫

{w+εeiθ:0≤θ≤π}
Im (z − w)∂nIm

1

z − w
ds(z)
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−2∂yht(w)c(t, w) lim
ε→0+

∫

{w+εeiθ:0≤θ≤π}
Im

1

z − w
∂nIm (z − w)ds(z)

Now ∫

{w+εeiθ:0≤θ≤π}
Im (z − w)∂nIm

1

z − w
ds(z) = −π/2;

and ∫

{w+εeiθ:0≤θ≤π}
Im

1

z − w
∂nIm (z − w)ds(z) = −π/2.

Thus

c(t, w)∂y(Gt ◦W ◦ ϕ−1
t ◦ ei)(w) = c(t, w)∂yht(w) = −1/(2π)

is constant in w.

So we proved that the pole of Dtf at ξ(t) of order 2 vanishes. From formula

(4.2.1), I2
t (W (eiz)) = Dtf(ϕ̃t(z)). Thus I2

t ◦W ◦ ϕ−1
t ◦ ei = Dtf . This means that

I2
t ◦W ◦ ϕ−1

t ◦ ei vanishes on R \ {ξ(t) + 2kπ : k ∈ Z}, and has at most simples at

{ξ(t) + 2kπ : k ∈ Z}. So I2
t is equal to some ct ∈ R times M ′

t . Since M ′
t(p0) ≡ 1,

we have I2
t (p0) ≡ 0, so ct = 0 and I2

t ≡ 0. Thus dM ′
t(z) = I1

t dB(t), which means

that M ′
t(z) is a local martingale. After a time-change, we have proved that Mt(z) is

a local martingale up to the time that L(t) is not contained in Σ. Since we can find

a sequence of Σn such that ∆(L) = ∨Tn, where Tn is the first time L leaves Σn, so

Mt(z) is a local martingale for t ∈ [0, ∆(L)). 2

The functions Mt are called observables for L. Now suppose L has the law of

HRLC2(D; w0 → w1), where w1 is a prime end of D other than w0. Let Q maps a

neighborhood U of w1 conformally onto H such that Q(U ∩ ∂̂D) ⊂ R. Let Mt be the

minimal function in D \ L(t) with the pole at w(t), the prime end determined by L

at time t, normalized by ∂yMt ◦Q−1(Q(p1)) = 1. Then Theorem 4.2.2 also holds.

Suppose I is an side arc of D such that w0 6∈ I. Let L have the law of HRLC2(D; w0

→ I). Let Mt be the minimal function in D \ L(t) with the pole at w(t), the prime

end determined by L at time t, normalized by
∫

I
∂nMt(w)ds(w) = 1, where n is the

inward unit normal vector. Then Theorem 4.2.2 still holds. Suppose I is a whole side

of D. Let ht be the harmonic measure function of I in D \L(t). There is ct > 0 such
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that M1
t := ht + ctMt satisfies

∫
I
∂nM1

t (w)ds(w) = 0. Then Theorem 4.2.2 holds with

Mt replaced by M1
t .

If L has the law of an interior HRLC2 aiming at an interior point, a prime end, or a

side arc, then we could define functions Mt or M ′
t in the same way as we define them for

HRLC2 started from a prime end. Then for any fixed z ∈ D, (Mt(z),−∞ < t < Tz)

is a local martingale, and the same is true for M ′
t .

4.2.3 Resemblance

We now consider the LERWs on Dδ defined in Section 4.1. Suppose X is an LERW on

(Dδm , ∂V Dδm∪{p0}) started from δm conditioned to hit p0 ∈ D∩cZ2, where δm = c/m.

Let A = {p0}, B = ∂V Dδm , Bn = B∪{X(j) : 0 ≤ j ≤ n} and Cn = V (Dδm)∩D \Bn.

Let gn be as in Theorem 4.2.1. Then gn is discrete harmonic on Cn, vanishes on

Bn−1, and gn(p0) = 1. So when m is big, gn is closed to the minimal function M in

D \ ∪n
j=1[X(j − 1), X(j)] with the pole at X(n), normalized by M(p0) = 1. And M

is similar to the observable Mt for HRLC2(D; 0+ → p0).

Suppose X is an LERW on (Dδm , ∂V Dδm) started from δm conditioned to hit

p1 ∈ ∂D ∩ cZ2, where ∂D is flat near p1, and δm = c/m. Let A = {p1}, B =

∂V Dδm \A, and Bn and Cn be defined similarly as above. Let g′n be as in the remark

after Theorem 4.2.1. Then gn is discrete harmonic on Cn, vanishes on A ∪ Bn−1,

and ∆gn(p1) = 1. So when m is big, δmgn is closed to the minimal function M in

D \ ∪n
j=1[X(j − 1), X(j)] with the pole at X(n), normalized by ∂nM(p1) = 1. And

M is similar to the observable Mt for HRLC2(D; 0+ → p1).

Suppose X is an LERW on (Dδ, ∂V Dδ) started from δm conditioned to hit a side

arc I of D. Let A be the set of vertices of ∂V Dδ that lie on I, B = ∂V Dδ \A, and Bn

and Cn be defined similarly as above. Let g′n be as in the remark after Theorem 4.2.1.

Then gn is discrete harmonic on Cn, vanishes on A ∪Bn−1, and
∑

v∈A ∆g(v) = 1. So

when δ is small, gn is closed to the minimal function M in D\∪n
j=1[X(j−1), X(j)] with

the pole at X(n), normalized by
∫

I
∂nMds = 1. And M is similar to the observable

Mt for HRLC2(D; 0+ → I). If I is a whole side of D, we could let gn be as in Theorem
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4.2.1. Then when δ is small, gn is closed to M ′, which is linear combination of M and

the harmonic measure function of I in D \ ∪n
j=1[X(j − 1), X(j)] such that M ′ ≡ 1 on

I and
∫

I
∂nMds = 0. This M ′ is similar to the observable M ′

t for HRLC2(D; 0+ → I).

Similarly, in the case that 0 ∈ D, the observables for an LERW on Dδ started from

0 conditioned to hit certain vertex set resemble the observables for the corresponding

interior HRLC2 in D started from 0.

4.3 Convergence of LERW to HRLC2

It is proved in [7] that a LERW on a discrete approximation of a simply connected

domain D started from 0 ∈ D stopped on hitting the boundary converges to radial

SLE2(D;x → 0) trace, where x is a random point on ∂D that has harmonic measure

in D valued at 0. In that proof, first the observables for LERW are given; then they

are proved to converge to some continuous harmonic functions; these facts are then

used to show that the driving function of the LERW converges to a Brownian motion

with speed 2; finally some nice behaviors of LERW paths are used to show that the

LERW curve converges to the radial SLE2 trace uniformly in probability.

In that paper, some subgraph of Z2 is used to approximate the simply connected

domain, and the inner radius with respect to the target point (which is 0 there) is used

to describe the extent that the graph approximates the domain. After a rescaling,

the inner radius means the distance from 0 to the boundary of the domain divided by

the length of the mesh. However, it seems not easy to find counterparts of the inner

radius for other types of HRLC2.

In this section we will show that when a doubly connected domain D has the

property as in Section 4.1 with 0 ∈ ∂D, I1 is the side that contains the prime end 0+,

and I2 is the other side of D, the LERW on (Dδ, ∂V Dδ) started from δ conditioned

to hit I2 converges to the annulus SLE2(D; 0+ → I2) trace as δ → 0. The content is

chosen from the paper [20]. We will follow the order of the proof in [7]. To prove the

convergence of observables for LERW to a continuous harmonic function, we use the

method of domain convergence. Although it is still about a special case, the proof
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seems more likely to be extended to general cases.

For δ > 0 small enough, let Xδ be the LERW on (Dδ, ∂V Dδ) started from δ

conditioned to hit I2. Let υ be the length of Xδ, i.e., Xδ(υ) ∈ I2. Let Xδ(−1) = 0.

We may extend Xδ to be a continuous function on [−1, υ] such that Xδ is linear on

[n−1, n], 0 ≤ n ≤ υ. For −1 ≤ s < υ, let T (s) be the capacity of Xδ(−1, s] in D w.r.t.

I2, then T is a continuous increasing function and maps [−1, υ) onto [0, p), where p

is the modulus of D. Let S be the inverse function of T . Let βδ(t) = Xδ(S(t)). Let

β0 be an annulus SLE2(D; 0+ → I2) trace.

Theorem 4.3.1 For every q ∈ (0, p) and ε > 0, there is a δ0 > 0 depending on q

and ε such that for δ ∈ (0, δ0) there is a coupling of the processes βδ and β0 such that

Pr[sup{|βδ(t)− β0(t)| : t ∈ [q, p)} > ε] < ε.

Moreover, if the impression of the prime end 0+ is a single point, then the theorem

holds with q = 0.

Here a coupling of two random processes A and B is a probability space with

two random processes A′ and B′, where A′ and B′ have the same law as A and B,

respectively. In the above statement (as is customary) we don’t distinguish between

A and A′ and between B and B′. The impression (see [12]) of a prime end is the

intersection of the closures in C of all neighborhoods of that prime end.

4.3.1 Convergence of the driving functions

For a < b, let Aa,b be the annulus bounded by Ca and Cb. For any 0 < q < p, there

is a smallest l(p, q) ∈ (0, p) such that if K is a hull in Ap on C0 with the capacity

(w.r.t. Cp) less than q, then K does not intersect Cl(p,q). Using the fact that for any

0 < s ≤ r, ReSr attains its unique maximum and minimum on As,r at e−s and −e−s,

respectively, it is not hard to derive the following Lemma.

Lemma 4.3.1 Fix 0 < q < p, let r ∈ (l(p, q), p). There are ι ∈ (0, 1/2) and M > 0

depending on p, q and r, which satisfy the following properties. Suppose ϕt, 0 ≤ t < p,
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are some modulus p standard annulus LE maps driven by ξ on [0, p). Then we have

|∂zSp−t(ϕt(z)/eiξ(t))| ≤ M , for all t ∈ [0, q] and z ∈ Ar,p. Moreover,

Aι(p−t),p−t ⊃ ϕt(Ar,p) ⊃ A(1−ι)(p−t),p−t, ∀t ∈ [0, q].

We may lift the ϕt to the covering space, and find a conformal map ϕ̃t such that

ei ◦ ϕ̃t = ϕt ◦ ei, ϕ̃0 is an identity map, and ϕ̃t is continuous in t. Then we have

∂tϕ̃t(z) = S̃p−t(ϕt(z)− ξ(t)),

where S̃r(z) = 1
i
Sr(e

iz). If we let Ãa,b := (ei)−1(Aa,b), then with the assumption of

the above lemma, we have

Ãι(p−t),p−t ⊃ ϕ̃t(Ãr,p) ⊃ Ã(1−ι)(p−t),p−t, ∀t ∈ [0, q].

It is clear that S̃r has period 2π, is meromorphic in C with poles {2kπ + i2mr :

k, m ∈ Z}, Im S̃r ≡ 0 on R \ {poles}, and Im S̃r ≡ −1 on C̃r := ri + R. It is also

easy to check that S̃r is an odd function, and the principal part of S̃r at 0 is 2/z. So

S̃r(z) = 2/z + az + O(z3) near 0, for some a ∈ R. It is possible to explicit this kernel

using classical functions in [2]:

S̃r(z) = 2ζ(z)− 2

π
ζ(π)z =

1

π

∂vθ

θ
(

z

2π
,
ir

π
),

where ζ is the Weierstrass zeta function with basic periods (2π, i2r), and θ = θ(v, τ) is

Jacobi’s theta function. The following lemma is a direct consequence of the heat-type

differential equation satisfied by θ: (∂2
v − 4iπ∂τ )θ = 0. The symbols ′ and ′′ in the

lemma denote the first and second derivatives w.r.t. z.

Lemma 4.3.2 ∂rS̃r − S̃rS̃
′
r − S̃

′′
r ≡ 0.
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Let Kδ
t = βδ(0, t], for 0 ≤ t < p. Suppose W maps D conformally onto Ap so

that W (0+) = 1. Then t 7→ W (Kδ
t ) is a Loewner chain in Ap on C0 such that

CAp,Cp(W (Kδ
t )) = t. By Proposition 2.4.1, (W (Kδ

t ), 0 ≤ t < p) is a family of modulus

p standard annulus LE hulls driven by some real continuous function ξδ
t on [0, p) with

ξδ(0) = 0. Let ϕδ
t be the corresponding LE maps. We want to prove that as δ → 0,

the law of ξδ converges to the law of
√

2B, where B(t) is a standard Brownian motion.

Define

Eδ
−1 = ∂V Dδ ∩ I1, F δ = ∂V Dδ ∩ I2, N δ

−1 = V (Dδ) ∩D,

and

Eδ
k = Eδ

−1 ∪ {Xδ(0), . . . , Xδ(k)}, N δ
k = N δ

−1 \ {Xδ(0), . . . , Xδ(k)},

for 0 ≤ k < υ. Let fk be the f in Lemma 4.2.1 with G = Dδ, A = F δ and B = Eδ
k;

let gk be the g in Lemma 4.2.3 with G = Dδ, A = F δ, B = Eδ
k−1, and x = Xδ(k),

for 0 ≤ k < υ. Note that one of I1 and I2 must be bounded, so one of F δ and Eδ
k−1

must be finite, which implies L(Eδ
k−1, F

δ) < ∞. And since Xδ(k + ·) is a path on Dδ

from Xδ(k) to F δ without passing through Eδ
k−1, we have fk−1(X

δ(k)) > 0, so gk is

well defined. From Theorem 4.2.1, (gk) is a {Fk} martingale, where Fk denotes the

σ-algebra generated by Xδ(0), Xδ(1), . . . , Xδ(k ∧ υ).

Now fix q0 ∈ (0, p). Let q1 = (q0 + p)/2. Choose p1 ∈ (l(p, q1), p), and let

p2 = (p1 + p)/2. Denote αj = W−1(Cpj
), j = 1, 2. Then α1 and α2 are disjoint

Jordan curves in D such that αj disconnects α3−j from Ij, j = 1, 2. For j = 1, 2, let

Uj be the subdomain of D bounded by αj and Ij, and V δ
j = V (Dδ) ∩ Uj. Let Lδ be

the set of simple lattice paths w on Dδ of finite length such that w(0) ∈ I1, w(n) ∈ V δ
1

for all n > 0, and there is a path on Dδ from the last vertex P (w) of w to I2 without

passing through I1 or other vertices of w. For w ∈ Lδ of length k, denote

Eδ
w = Eδ

−1 ∪ {w(0), . . . , w(k)}, and N δ
w = N δ

−1 \ {w(0), . . . , w(k)}.
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Let gw be the g in Lemma 4.2.3 with G = Dδ, A = F δ, B = Eδ
w \ {P (w)}, and

x = P (w) = w(k). Now define Dw = D \ ∪k
j=1[w(j − 1), w(j)]. Let uw be the non-

negative harmonic function in Dw whose continuation is constant 1 on I2, constant 0

on ∪k
j=0[w(j − 1), w(j)] ∪ I1 except at P (w), and

∫
I2

∂nuw(z)ds(z) = 0. It is intuitive

to guess that gw should be close to uw. In fact, we have the following proposition.

The proof is postponed to the next section.

Proposition 4.3.1 Given any ε > 0, there is δ(ε) > 0 such that if 0 < δ < δ(ε) and

w ∈ Lδ, then |gw(v)− uw(v)| < ε, for any v ∈ V δ
2 .

Let n∞ = dS(q0)e, where dxe is the smallest integer that is not less than x. Then

n∞ is a {Fk} stopping time. For 0 ≤ k ≤ n∞ − 1, T (k) ≤ q0 < q1, so from the

choice of p1, we see that W (Xδ(k)) lies in the domain bounded by Cp1 and C0, so

Xδ(k) lies in the domain bounded by I1 and α1. Note that Xδ(−1) = 0 ∈ I1. So for

−1 ≤ k ≤ n∞ − 1, if δ is small, then [Xδ(k), Xδ(k + 1)] can be disconnected from

I2 by an annulus centered at Xδ(k) with inner radius δ and outer radius dist(α1, I2).

So as δ → 0, the conjugate extremal distance between I2 and [Xδ(k), Xδ(k + 1)] in

D \ ∪0≤j≤k[X
δ(j − 1), Xδ(j)] tends to 0, uniformly in −1 ≤ k ≤ n∞ − 1. It follows

that T (k + 1) − T (k) and max{|ξδ(t) − ξδ(T (k))| : T (k) ≤ t ≤ T (k + 1)} tend to 0

as δ → 0, uniformly in −1 ≤ k ≤ n∞ − 1. Since T (n∞ − 1) ≤ q0, we may choose

δ small enough such that T (n∞) < q1. Since p1 ∈ (l(p, q1), p), and α1 = W−1(Cp1),

so Xδ[−1, k] ∩ α1 = ∅ for 0 ≤ k ≤ n∞. So for 0 ≤ k ≤ n∞, wk := Xδ(· − 1)|Nk+1
is

contained in Lδ, and gwk
= gk. Since ϕδ

T (k) ◦W maps (Dwk
, P (wk)) conformally onto

(Ap−T (k), e
iξδ(T (k))), so

uwk
(z) = Sp−T (k)(ϕ

δ
T (k) ◦W (z)/eiξδ(T (k))).

Now fix d > 0. Define a non-decreasing sequence (nj)j≥0 inductively. Let n0 = 0.

Let nj+1 be the first integer n ≥ nj such that T (n) − T (nj) ≥ d2, or |ξδ(T (n)) −
ξδ(T (nj))| ≥ d, or n = n∞, whichever comes first. Then nj’s are stopping times w.r.t.

{Fk}, and they are bounded above by n∞. If we let δ be smaller than some constant
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depending on d, then T (nj+1)− T (nj) ≤ 2d2 and |ξδ(T (s))− ξδ(T (nj))| ≤ 2d for all

s ∈ [nj, nj+1] and j ≥ 0. Let F ′
j = Fnj

. Then for any v ∈ V δ
2 , (gnj

(v), 0 ≤ j < ∞) is

an {F ′
j} martingale. By Proposition 4.3.1 for any z ∈ W (V δ

2 ) and 0 ≤ j ≤ k,

E [ReSp−T (nk)(ϕ
δ
T (nk)(z)/eiξδ(T (nk)))|F ′

j] = ReSp−T (nj)(ϕ
δ
T (nj)

(z)/eiξ(T (nj))) + oδ(1).

As δ tends to 0, the set W (V δ
2 ) tends to be dense in Ap2,p. So for any z ∈ Ap2,p, there is

some z0 ∈ W (V δ
2 ) such that |z− z0| = oδ(1). Note that T (nj) ≤ T (nk) ≤ T (n∞) ≤ q1

for 0 ≤ j ≤ k. Using the boundedness of the derivative in Lemma 4.3.1 with q = q1

and r = p2, we then have that for all z ∈ Ap2,p,

E [ReSp−T (nk)(ϕ
δ
T (nk)(z)/eiξδ(T (nk)))|F ′

j] = ReSp−T (nj)(ϕ
δ
T (nj)

(z)/eiξδ(T (nj))) + oδ(1).

Then we have for all z ∈ Ãp2,p,

E [Im S̃p−T (nk)(ϕ̃
δ
T (nk)(z)− ξδ(T (nk))|F ′

j] = Im S̃p−T (nj)(ϕ̃
δ
T (nj)

(z)− ξδ(T (nj)))+ oδ(1).

(4.3.1)

In Lemma 4.3.1, let q = q1 and r = p2, then we have some ι ∈ (0, 1/2) such that

Ãι(p−t),p−t ⊃ ϕ̃δ
t (Ãp2,p) ⊃ Ã(1−ι)(p−t),p−t, (4.3.2)

for 0 ≤ t ≤ q1.

Proposition 4.3.2 There are an absolute constant C > 0 and a constant δ(d) > 0

such that if δ < δ(d), then for all j ≥ 0,

|E [ξδ(T (nj+1))− ξδ(T (nj))|F ′
j]| ≤ Cd3, and

|E [(ξδ(T (nj+1))− ξδ(T (nj)))
2/2− (T (nj+1)− T (nj))|F ′

j]| ≤ Cd3.
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Proof. Fix some j ≥ 0. Let a = T (nj) and b = T (nj+1). Then 0 ≤ a ≤ b ≤ q1. And

if δ is less than some δ1(d), we have |b − a| ≤ 2d2 and |ξδ(c) − ξδ(a)| ≤ 2d, for any

c ∈ [a, b]. Now suppose z ∈ Ãp2,p, and consider

F := S̃p−b(ϕ̃
δ
b(z)− ξδ(b))− S̃p−a(ϕ̃

δ
a(z)− ξδ(a)).

Then F = F1 + F2, where

F1 := S̃p−b(ϕ̃
δ
b(z)− ξδ(b))− S̃p−b(ϕ̃

δ
a(z)− ξδ(a)),

F2 := S̃p−b(ϕ̃
δ
a(z)− ξδ(a))− S̃p−a(ϕ̃

δ
a(z)− ξδ(a)).

Then for some c1 ∈ [a, b], F1 = F3 + F4 + F5, where

F3 := S̃
′
p−b(ϕ̃

δ
a(z)− ξδ(a))[(ϕ̃δ

b(z)− ϕ̃δ
a(z))− (ξδ(b)− ξδ(a))],

F4 := S̃
′′
p−b(ϕ̃

δ
a(z)− ξδ(a))[(ϕ̃δ

b(z)− ϕ̃δ
a(z))− (ξδ(b)− ξδ(a))]2/2,

F5 := S̃
′′′
p−b(ϕ̃

δ
c1

(z)− ξδ(c1))[(ϕ̃
δ
b(z)− ϕ̃δ

a(z))− (ξδ(b)− ξδ(a))]3/6.

And for some c2 ∈ [a, b], we have

F2 = −∂rS̃p−b(ϕ̃
δ
a(z)− ξδ(a))(b− a) + ∂2

r S̃p−c2(ϕ̃
δ
a(z)− ξδ(a))(b− a)2/2. (4.3.3)

Now for some c3 ∈ [a, b], we have

ϕ̃δ
b(z)− ϕ̃δ

a(z) = ∂rϕ̃
δ
c3

(z)(b− a) = S̃p−c3(ϕ̃
δ
c3

(z)− ξδ(c3))(b− a). (4.3.4)

For some c4 ∈ [c3, b], we have

S̃p−c3(ϕ̃
δ
c3

(z)−ξδ(c3)) = S̃p−b(ϕ̃
δ
c3

(z)−ξδ(c3))+∂rS̃p−c4(ϕ̃
δ
c3

(z)−ξδ(c3))(b−c3). (4.3.5)
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For some c5 ∈ [a, c3], we have

S̃p−b(ϕ̃
δ
c3

(z)− ξδ(c3)) = S̃p−b(ϕ̃
δ
a(z)− ξδ(a))

+S̃
′
p−b(ϕ̃

δ
c5

(z)− ξδ(c5))[(ϕ̃
δ
c3

(z)− ϕ̃δ
a(z))− (ξδ(c3)− ξδ(a))]. (4.3.6)

Once again, there is c6 ∈ [a, c3] such that

ϕ̃δ
c3

(z)− ϕ̃δ
a(z) = ∂rϕ̃

δ
c6

(z)(c3 − a) = S̃p−c6(ϕ̃
δ
c6

(z)− ξδ(c6))(c3 − a). (4.3.7)

We have the freedom to choose d arbitrarily small. Now suppose d < (1− ι)(p−
q1)/2. Then

p− a ≤ p− b + 2d ≤ (p− b) + (1− ι)(p− q1) ≤ (2− ι)(p− b).

Thus for any m ≤ M ∈ [a, b], p−m ≤ (2− ι)(p−M). By formula (4.3.2),

ϕ̃δ
m(z)− ξδ(m) ∈ Ãι(p−m),p−m ⊂ Ãι(p−M),(2−ι)(p−M).

So the values of S̃p−M , ∂rS̃p−M , ∂2
r S̃p−M , S̃

′
p−M , S̃

′′
p−M and S̃

′′′
p−M at ϕ̃δ

m(z) − ξδ(m)

are uniformly bounded. In formula (4.3.3), consider m = a and M = c2. Since

|b− a| ≤ 2d2, we have

F2 = −∂rS̃p−b(ϕ̃
δ
a(z)− ξδ(a))(b− a) + O(d4).

Similarly, formula (4.3.7) implies

ϕ̃δ
c3

(z)− ϕ̃δ
a(z) = O(c3 − a) = O(d2).

This together with formulae (4.3.5),(4.3.6) and ξδ(c3)− ξδ(a) = O(d) implies that

S̃p−c3(ϕ̃
δ
c3

(z)− ξδ(c3)) = S̃p−b(ϕ̃
δ
a(z)− ξδ(a)) + O(d).
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By formula (4.3.4), we have

ϕ̃δ
b(z)− ϕ̃δ

a(z) = S̃p−b(ϕ̃
δ
a(z)− ξδ(a))(b− a) + O(d3) = O(d2).

Thus F5 = O(d3),

F4 = S̃
′′
p−b(ϕ̃

δ
a(z)− ξδ(a))(ξδ(b)− ξδ(a))2/2 + O(d3), and

F3 = S̃
′
p−b(ϕ̃

δ
a(z)− ξδ(a))[S̃p−b(ϕ̃

δ
a(z)− ξδ(a))(b− a)− (ξδ(b)− ξδ(a))] + O(d3).

Note that F = F2 + F3 + F4 + F5. Using Lemma 4.3.2, we get

F = S̃
′′
p−b(ϕ̃

δ
a(z)− ξδ(a))[(ξδ(b)− ξδ(a))2/2− (b− a)]

−S̃
′
p−b(ϕ̃

δ
a(z)− ξδ(a))(ξδ(b)− ξδ(a)) + O(d3).

By formula (4.3.1), if δ is smaller than some δ2(d), then the conditional expectation

of

Im S̃
′′
p−b(ϕ̃

δ
a(z)−ξδ(a))[(ξδ(b)−ξδ(a))2/2−(b−a)]−Im S̃

′
p−b(ϕ̃

δ
a(z)−ξδ(a))[ξδ(b)−ξδ(a)]

w.r.t. F ′
j is bounded by C1d

3.

By formula (4.3.2), for any w ∈ Ã(1−ι)(p−a),p−a, the conditional expectation of

Im S̃
′′
p−b(w)[(ξδ(b)− ξδ(a))2/2− (b− a)]− Im S̃

′
p−b(w)[ξδ(b)− ξδ(a)] (4.3.8)

w.r.t F ′
j is bounded by C1d

3, if δ is small enough (depending on d).

Now suppose d < (p− q1)ι/(4− 4ι). Then

(1− ι)(p− a) < (1− ι/2)(p− b) < p− a.
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Thus i(1− ι/2)(p− b) ∈ Ã(1−ι)(p−a),p−a. We may check

Im S̃
′′
p−b(i(1− ι/2)(p− b)) > 0, and Im S̃

′
p−b(i(1− ι/2)(p− b)) = 0.

So we can find C2 > 0 such that for all b ∈ [0, q1], Im S̃
′′
p−b(i(1 − ι/2)(p − b)) > C2.

Let w = i(1− ι/2)(p− b) in formula (4.3.8), then we get

|E [(ξδ(b)− ξδ(a))2/2− (b− a)|F ′
j]| ≤ C3d

3.

Since Im S̃
′′
p−b(w) is uniformly bounded on C̃(1−ι/2)(p−b), so for all w ∈ C̃(1−ι/2)(p−b),

Im S̃
′
p−b(w)|E [ξδ(b)− ξδ(a)|F ′

j]| ≤ C4d
3. (4.3.9)

We may check that

xb := Im S̃p−b(π + i(1− ι/2)(p− b))− Im S̃p−b(i(1− ι/2)(p− b)) > 0.

So xb is greater than some absolute constant C5 > 0 for b ∈ [0, q1]. Then there exists

wb ∈ C̃(1−ι/2)(p−b) such that

|Im S̃
′
p−b(wb)| = |∂xIm S̃p−b(wb)| = xb/π ≥ C5/π.

Plugging w = wb in formula (4.3.9), we then have |E [ξδ(b)− ξδ(a)|F ′
j]| ≤ C6d

3. 2

The following Theorem about the convergence of the driving process can be de-

duced from Proposition 4.3.2 by using the Skorokhod Embedding Theorem. It is very

similar to Theorem 3.6 in [7]. So we omit the proof.

Theorem 4.3.2 For every q0 ∈ (0, p) and ε > 0 there is a δ0 > 0 depending on q0

and ε such that for δ < δ0 there is a coupling of the processes ξδ and
√

2B such that

Pr[sup{|ξδ(t)−
√

2B(t)}| : t ∈ [0, q0]} > ε] < ε.
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4.3.2 Convergence of the curves

In this subsection, we will prove Theorem 4.3.1. We need two well-known lemmas

about random walks on δZ2. The metric by default is the Euclidean metric. The

superscript # is used to denote the spherical metric.

Lemma 4.3.3 Suppose v ∈ δZ2 and K is a connected set on the plane that has

Euclidean (spherical, resp.) diameter at least R. Then the probability that a random

walk on δZ2 started from v will exit B(v; R) (B#(v; R), resp.) before using an edge of

δZ2 that intersects K is at most C0((δ+dist(v,K))/R)C1 (C0((δ+dist#(v, K))/R)C1,

resp.) for some absolute constants C0, C1 > 0.

Lemma 4.3.4 Suppose U is a plane domain, and has a compact subset K and a

non-empty open subset V . Then there are positive constants δ0 and C depending on

U , V and K, such that when δ < δ0, the probability that a random walk on δZ2 started

from some v ∈ δZ2 ∩K will hit V before exiting U is greater than C.

The following lemma about random walks on Dδ is an easy consequence of the above

two lemmas and the Markov property of random walks.

Lemma 4.3.5 For every d > 0, there are δ0, C > 0 depending on d such that if

δ < δ0 and v ∈ δZ2 ∩ D is such that dist#(v, I1) > d, then the probability that a

random walk on Dδ started from v hits I2 before I1 is at least C.

Lemma 4.3.6 For every q ∈ (0, p) and ε > 0, there are d, δ0 > 0 depending on q and

ε such that for δ < δ0, the probability that dist#(βδ[q, p), I1) ≥ d is at least 1− ε.

Proof. For k = 1, 2, 3, let Jk = W−1(Cq/k). Then J1, J2, J3 are disjoint Jordan curves

in D that separate I2 from I1. And J2 lies in the domain, denoted by Λ, bounded by

J1 and J3. Moreover, the modulus of the domain bounded by Jk and I2 is p − q/k.

Let τ δ be the first n such that the edge [Xδ(n − 1), Xδ(n)] intersects J2. Then τ δ
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is a stopping time. If δ is smaller than the distance between J1 ∪ J3 and J2, then

Xδ(τ δ) ∈ Λ and Xδ[−1, τ δ] does not intersect J1. Thus M(D \Xδ(−1, τ δ]) ≥ p− q,

and so T (τ δ) ≤ q. So it suffices to prove that when δ and d are small enough, the

probability that Xδ will get within spherical distance d from I1 after time τ δ is less

than ε. Let RWδ
v denote a random walk on (Dδ, ∂V Dδ) started from v, and CRWδ

v

denote that RWδ
v conditioned to hit I2. Since Xδ is obtained by erasing loops of

CRWδ
δ, it suffices to show that the probability that CRWδ

δ will get within spherical

distance d from I1 after it hits Λ, tends to zero as d, δ → 0. Since CRWδ is a Markov

chain, it suffices to prove that the probability that CRWδ
v will get within spherical

distance d from I1 tends to zero as d, δ → 0, uniformly in v ∈ δZ2 ∩ Λ. By Lemma

4.3.5, there is a > 0 such that for δ small enough, the probability that RWδ
v hits

I2 before I1 is greater than a, for all v ∈ δZ2 ∩ Λ. By Markov property, for every

v ∈ δZ2 ∩ Λ, the probability that CRWδ
v will get within spherical distance d from I1

is less than

1

a
· sup{Pr[RWδ

w hits I2 before I1] : w ∈ V (Dδ) ∩D and dist#(w, I1) < d},

which tends to 0 as d, δ → 0 by Lemma 4.3.3. So the proof is finished. 2

Lemma 4.3.7 For every q ∈ (0, p) and ε > 0, there are M, δ0 > 0 depending on q

and ε such that for δ < δ0, the probability that βδ[q, p) ⊂ B(0; M) is at least 1− ε.

Proof. We use the notations of the last lemma. It suffices to prove that the prob-

ability that RWδ
v 6⊂ B(0; M) tends to zero as δ → 0 and M → ∞, uniformly in

v ∈ δZ2 ∩ Λ. Let K = C \D, then K is unbounded, and the distance between v ∈ Λ

and K is uniformly bounded from below by some d > 0. Let r > 0 be such that

Λ ⊂ B(0; r). For M > r, let R = M − r, then for v ∈ δZ2 ∩ Λ, RWδ
v should exit

B(v; R) before B(0; M). By Lemma 4.3.3, the probability that RWδ
v 6⊂ B(0; M) is

less than C0((δ + d)/(M − r))C1 , which tends to 0 as δ → 0 and M →∞, uniformly

in v ∈ δZ2 ∩ Λ. 2

Lemma 4.3.8 For every ε > 0, there are q ∈ (0, p) and δ0 > 0 depending on ε such
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that when δ < δ0, with probability greater than 1 − ε, the diameter of βδ[q, p) is less

than ε.

Proof. The idea is as follows. Note that as q → p, the modulus of D \ βδ(0, q] tends

to zero. So for any fixed a ∈ (0, p), the spherical distance between βδ[a, q] and I2

tends to zero as q → p. By Lemma 4.3.7, if M is big and δ is small, the event that

βδ[a, q] does not lie in B(0; M) is of small probability. Thus on the complement of

this event, the Euclidean distance between βδ[a, q] and I2 tends to zero, which means

that βδ gets to some point near I2 in the Euclidean metric before time q. By Lemma

4.3.3, RWδ
v does not go far before hitting ∂D if v is near I2. The same is true for

CRWδ
v because by Lemma 4.3.5, RWδ

v hits I2 before I1 with a probability bigger than

some positive constant when v is near I2. Since Xδ is the loop-erasure of CRWδ
δ, Xδ

does not go far after it gets near I2, nor does βδ. So the diameter of βδ[q, p) is small.

2

Definition 4.3.1 Let z ∈ C, r, ε > 0. A (z, r, ε)-quasi-loop in a path ω is a pair

a, b ∈ ω such that a, b ∈ B(z; r), |a − b| ≤ ε, and the subarc of ω with endpoints a

and b is not contained in B(z; 2r). Let Lδ(z, r, ε) denote the event that βδ[0, p) has a

(z, r, ε)-quasi-loop.

Lemma 4.3.9 If B(z; 2r) ∩ I1 = ∅, then limε→0 Pr[Lδ(z, r, ε)] = 0, uniformly in δ.

Proof. This lemma is very similar to Lemma 3.4 in [15]. There are two points of

difference between them. First, here we are dealing with the loop-erased conditional

random walk. With Lemma 4.3.5, the hypothesis B(z; 2r) ∩ I1 = ∅ guarantees that

for some v near ∂B(z; 2r), the probability that RWδ
v hits I2 before I1 is bounded away

from zero uniformly. Second, our LERW is stopped when it hits I2, while in Lemma

3.4 in [15], the LERW is stopped when it hits some single point. It turns out that

the current setting is easier to deal with. See [15] for more details. 2

Proposition 4.3.3 For every q ∈ (0, p) and ε > 0, there are δ0, a0 > 0 depending on

q and ε such that for δ < δ0, with probability at least 1− ε, βδ satisfies the following
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property. If q ≤ t1 < t2 < p, and |βδ(t1)− βδ(t2)| < a0, then the diameter of βδ[t1, t2]

is less than ε.

Proof. For d,M > 0, let Λd,M denote the set of z ∈ B(0; M) such that dist#(z, I1) ≥
d, and Aδ

d,M denote the event that βδ[q, p) ⊂ Λd,M . By Lemma 4.3.6 and 4.3.7, there

are d0,M0, δ0 > 0 such that for δ < δ0, Pr[Aδ
d0,M0

] > 1− ε/2. Note that the Euclidean

distance between Λd0,M0 and I1 is greater than d0/2. Choose 0 < r < min{ε/4, d0/4}.
There are finitely many points z1, . . . , zn ∈ Λd0,M0 such that Λd0,M0 ⊂ ∪n

1B(zj; r/2).

For a > 0, 1 ≤ j ≤ n, let Bδ
j,a denote the event that βδ[0, p) does not have a

(zj, r, a)-quasi-loop. Since r < d0/4, we have B(zj; 2r) ∩ I1 = ∅. By Lemma 4.3.9,

there is a0 ∈ (0, r/2) such that Pr[Bδ
j,a0

] ≥ 1 − ε/(2n) for 1 ≤ j ≤ n. Let Cδ =

∩n
1Bδ

j,a0
∩ Aδ

d0,M0
. Then Pr[Cδ] > 1 − ε if δ < δ0. And on the event Cδ, if there

are t1 < t2 ∈ [q, p) satisfying |βδ(t1) − βδ(t2)| < a0, then βδ(t1) lies in some ball

B(zj; r/2), so βδ(t2) ∈ B(zj; r) as a0 < r/2. Since βδ does not have a (zj, r, a0)-quasi-

loop, βδ[t1, t2] ⊂ B(zj; 2r). This then implies that the diameter of βδ[t1, t2] is not

bigger than 4r, which is less than ε. 2

Proof of Theorem 4.3.1. Let K0
t = β0(0, t], 0 ≤ t < p. Then (W (K0

t )) has the law

of modulus p standard annulus SLE2. Let ξ0 be the driving function. Then ξ0 =
√

2B

for some standard Brownian motion B. By Theorem 4.3.2, we may assume that all

ξδ and ξ0 are in the same probability space, and for every q ∈ (0, p) and ε > 0 there

is an δ0 > 0 depending on q and ε such that for δ < δ0,

Pr[sup{|ξδ(t)− ξ0(t)| : t ∈ [0, q]} > ε] < ε.

Since βδ and β0 are determined by ξδ and ξ0, respectively, all βδ and β0 are also in

the same probability space. For the first part of this theorem, it suffices to prove that

for every q ∈ (0, p) and ε > 0 there is δ0 = δ0(q, ε) > 0 such that for δ < δ0,

Pr[sup{|βδ(t)− β0(t)| : t ∈ [q, p)} > ε] < ε. (4.3.10)
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Now choose any sequence δn → 0. Then it contains a subsequence δnk
such that

for each q ∈ (0, p), ξδnk converges to ξ0 uniformly on [0, q] almost surely. Here we

use the fact that a sequence converging in probability contains an a.s. converging

subsequence. For simplicity, we write δn instead of δnk
. Let ϕδn

t (ϕ0
t , resp.), 0 ≤

t < p, be the modulus p standard annulus LE maps driven by ξδn (ξ0, resp.). Let

Ωδn
t := Ap \W (βδn(0, t]), and Ω0

t := Ap \W (β0(0, t]). Fix q ∈ (0, p). Suppose K is a

compact subset of Ω0
q. Then for every z ∈ K, ϕ0

t (z) does not blow up on [0, q]. Since

the driving function ξδn converges to ξ0 uniformly on [0, q], so if n is big enough,

then for every z ∈ K, ϕδn
t (z) does not blow up on [0, q], which means that K ⊂ Ωδn

q .

Moreover, ϕδn
q converges to ϕ0

q uniformly on K. It follows that Ωδn
q ∩ Ω0

q → Ω0
q as

n → ∞. By Lemma 2.5.1, (ϕδn
q )−1 converges to (ϕ0

q)
−1 uniformly on each compact

subset of Ap−q, and so Ωδn
q = (ϕδn

q )−1(Ap−q) → (ϕ0
q)
−1(Ap−q) = Ω0

q. Now we denote

Dδn
t := D \ βδn(0, t] = W−1(Ωδn

t ), and D0
t := D \ β0(0, t] = W−1(Ω0

t ). Then we have

Dδn
q → D0

q for every q ∈ (0, p).

Fix ε > 0 and q1 < q2 ∈ (0, p). Let q0 = q1/2 and q3 = (q2 + p)/2. By Proposition

4.3.3, there are n1 ∈ N and a ∈ (0, ε/2) such that for n ≥ n1, with probability

at least 1 − ε/3, βδn satisfies: if q0 ≤ t1 < t2 < p, and |βδn(t1) − βδn(t2)| < a,

then the diameter of βδn [t1, t2] is less than ε/3. Let An denote the corresponding

event. Since β0 is continuous, there is b > 0 such that with probability 1 − ε/3, we

have |β0(t1) − β0(t2)| < a/2 if t1, t2 ∈ [q0, q3] and |t1 − t2| ≤ b. Let B denote the

corresponding event. We may choose q0 < t0 < t1 = q1 < · · · < tm−1 = q2 < tm < q3

such that tj − tj−1 < b for 1 ≤ j ≤ m. Since β0(tj) 6∈ β0(0, tj−1] for 1 ≤ j ≤ m, there

is r ∈ (0, a/4) such that with probability at least 1− ε/3, B(β0(tj); r) ⊂ D0
tj−1

for all

0 ≤ j ≤ m. We now use the convergence of Dδn
t to D0

t for t = t0, . . . , tm. There exists

n2 ∈ N such that for n ≥ n2, with probability at least 1 − ε/3, B(β0(tj); r) ⊂ Dδn
tj−1

,

and there is some zn
j ∈ ∂Dδn

tj ∩ B(β0(tj); r), for all 1 ≤ j ≤ m. Let Cn denote the

corresponding event. Then on the event Cn, zn
j ∈ ∂Dδn

j \ ∂Dδn
j−1, so zn

j = βδn(sn
j ) for

some sn
j ∈ (tj−1, tj]. Let Dn = An ∩ B ∩ Cn. Then Pr[Dn] ≥ 1 − ε, for n ≥ n1 + n2.
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And on the event Dn,

|zn
j − zn

j+1| ≤ 2r + |β0(tj)− β0(tj+1)| ≤ 2r + a/2 < a, ∀1 ≤ j ≤ m− 1,

as |tj − tj+1| ≤ b. Thus the diameter of βδn [sn
j , sn

j+1] is less than ε/3. It follows that

for any t ∈ [sn
j , sn

j+1] ⊂ [tj−1, tj+1],

|β0(t)− βδn(t)| ≤ |β0(t)− β0(tj)|+ |β0(tj)− zn
j |+ |zn

j − βδn(t)| ≤ a/2 + r + ε/3 < ε.

Since [q1, q2] = [t1, tm−1] ⊂ ∪m−1
j=1 [sn

j , s
n
j+1], we have now proved that for n big enough,

with probability at least 1−ε, |βδn(t)−β0(t)| < ε for all t ∈ [q1, q2]. By Lemma 4.3.8,

for any ε > 0, there is q(ε) ∈ (0, p) such that if n is big enough, with probability

at least 1 − ε, the diameter of βδn [q(ε), p) is less than ε. For any S ∈ [q(ε), p),

by the uniform convergence of βδn to β0 on the interval [q(ε), S], it follows that

with probability at least 1 − ε, the diameter of β0[q(ε), S) is no more than ε, nor

is the diameter of β0[q(ε), p). Now for fixed q ∈ (0, p) and ε > 0, choose q1 ∈
(q, p) ∩ (q(ε/3), p). Then with probability at least 1 − ε/3, the diameter of β0[q1, p)

is less than ε/3. And if n is big enough, then with probability at least 1 − ε/3, the

diameter of βδn [q1, p) is less than ε/3. Moreover, if n is big enough, we may require

that with probability at least 1 − ε/3, |βδn(t) − β0(t)| ≤ ε/3 for all t ∈ [q, q1]. Thus

|βδn(t)− β0(t)| ≤ ε for all t ∈ [q, p) with probability at least 1− ε, if n is big enough.

Since {δn} is chosen arbitrarily, we proved formula (4.3.10).

Now suppose that the impression of 0+ is the a single point, which must be 0.

From [12], we see that W−1(z) → 0 as z ∈ Ap and z → 1. From above, it suffices to

prove that for any ε > 0, we can choose q ∈ (0, p) and δ0 > 0 such that for δ < δ0,

with probability at least 1 − ε, the diameters of βδ(0, q] and β0(0, q] are less than ε.

Since W−1 is continuous at 1, we need only to prove the same is true for the diameters

of W (βδ(0, q]) and W (β0(0, q]). Note that they are the modulus p standard annulus

LE hulls at time q, driven by χδ
t and χ0

t , respectively. By Theorem 4.3.2, if δ and q are

small, then the diameters of χδ[0, q] and χ0[0, q] are uniformly small with probability
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near 1, so are the diameters of W (βδ(0, q]) and W (β0(0, q]). 2

4.4 Convergence of observables

The goal of this section is to prove Proposition 4.3.1. The proof is sort of long. The

main difficulty is that we need the approximation to be uniform in the domains. The

tool we can use is Lemma 2.5.1. However, the limit of a domain sequence in general

does not have good boundary conditions, even if every domain in the sequence has.

Prime ends and crosscuts are used to describe the boundary correspondence under

conformal maps. Some ideas of the proof come from [7].

We will often deal with a function defined on a subset of δZ2. Suppose f is such

a function. For v ∈ δZ2 and z ∈ Z2, if f(v) and f(v + δz) are defined, then define

∇δ
zf(v) = (f(v + δz)− f(v))/δ,

We say that f is δ-harmonic in Ω ⊂ C if f is defined on δZ2 ∩Ω and all v ∈ δZ2 that

are adjacent to vertices of δZ2 ∩ Ω so that for all v ∈ δZ2 ∩ Ω,

f(v + δ) + f(v − δ) + f(v + iδ) + f(v − iδ) = 4f(v).

The following lemma is well known.

Lemma 4.4.1 Suppose Ω is a plane domain that has a compact subset K. For l ∈ N,

let z1, . . . , zl ∈ Z2. Then there are positive constants δ0 and C depending on Ω, K,

and z1, . . . , zl, such that for δ < δ0, if f is non-negative and δ-harmonic in Ω, then

for all v1, v2 ∈ δZ2 ∩K,

∇δ
z1
· · · ∇δ

zl
f(v1) ≤ Cf(v2).

This is also true for l = 0, which means that f(v1) ≤ Cf(v2).

For a, b ∈ δZ, denote

Sδ
a,b := {(x, y) : a ≤ x ≤ a + δ, b ≤ y ≤ b + δ}.
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Suppose A is a subset of δZ2, let Sδ
A be the union of all Sδ

a,b whose four vertices are in

A. If f is defined on A, we may define a continuous function CEδf on Sδ
A, as follows.

For (x, y) ∈ Sδ
a,b ⊂ Sδ

A, define

CEδf(x, y) = (1− s)(1− t)f(a, b) + (1− s)tf(a, b + δ)

+s(1− t)f(a + δ, b) + stf(a + δ, b + δ),

where s = (x − a)/δ and t = (y − b)/δ. Then CEδf is well defined on Sδ
A, and

agrees with f on Sδ
A ∩ A. Moreover, on Sδ

a,b, CEδf has a Lipschitz constant not

bigger than two times the maximum of |∇δ
(1,0)f(a, b)|, |∇δ

(0,1)f(a, b)|, |∇δ
(1,0)f(a, b+δ)|,

|∇δ
(0,1)f(a + δ, b)|. And for any u ∈ Z2,

CEδ∇δ
uf(z) = (CEδf(z + δu)− CEδf(z))/δ,

when both sides are defined.

Proof of Proposition 4.3.1. Suppose the proposition is not true. Then we can

find ε0 > 0, a sequence of lattice paths wn ∈ Lδn with δn → 0, and a sequence of

points vn ∈ V δn
2 , such that |gwn(vn) − uwn(vn)| > ε0 for all n ∈ N. For simplicity of

notations, we write gn for gwn , un for uwn , and Dn for Dwn . Let pn be the modulus

of Dn. The remaining of the proof is composed of four steps.

4.4.1 The limits of domains and functions

By comparison principle of extremal length, we have p ≥ pn ≥ M(U2) > 0. By

passing to a subsequence, we may assume that pn → p0 ∈ (0, p]. Then Apn → Ap0 .

Let Qn map Dn conformally onto Apn so that Qn(z) → 1 as z ∈ Dn and z → P (wn).

Then un = ReSpn ◦Qn. Now Q−1
n maps Apn conformally onto Dn ⊂ D. Thus {Q−1

n }
is a normal family. By passing to a subsequence, we may assume that Q−1

n converges

to some function J uniformly on each compact subset of Ap0 . Using some argument

similar to that in the proof of Theorem 4.3.1, we conclude that J maps Ap0 conformally



105

onto some domain D0, and Dn → D0. Let Q0 = J−1 and u0 = ReSp0 ◦Q0. Then Qn

and un converge to Q0 and u0, respectively, uniformly on each compact subset of D0.

Moreover, we have U2 ∪ α2 ⊂ D0 ⊂ D. Thus I2 is a side of D0. Let In
1 and I0

1 denote

the other side of Dn and D0, respectively.

Let {Km} be a sequence of compact subsets of D0 such that D0 = ∪mKm, and for

each m, Km disconnects I0
1 from I2 and Km ⊂ int Km+1. Let Kn

m = Km ∩ δnZ2. Now

fix m. If n is big enough depending on m, we can have the following properties. First,

Km ⊂ Dn and Kn
m ⊂ V (Dδn), so gn is δn-harmonic on Km. Second, Kn

m disconnects

all lattice paths on Dδn from I2 to In
1 . Now let RWn

v be a random walk on Dδn started

from v ∈ V (Dδn), and τn
m the hitting time of RWn

v at I2 ∪ Kn
m. By the properties

of gn, if v is in D and between Km and I2, then (gn(RWn
v (j)), 0 ≤ j ≤ τm

n ) is a

martingale, so gn(v) = E [gn(RWv
n(τm

n )]. Now suppose gn(v) > 1 for all v ∈ Km
n .

Choose v0 ∈ V (Dδn)∩D that is adjacent to some vertex of F δn = V (Dδn)∩ I2. Then

gn(v0) = E [gn(RWv0
n (τm

n ))] ≥ 1. The equality holds iff there is no lattice path on Dδn

from v0 to Kn
m. By the definition of Dδn , we know that the equality can not always

hold. It follows that
∑

u∈F δn ∆Dδngn(u) > 0, which contradicts the definition of gn.

Thus there is v ∈ Kn
m such that gn(v) ≤ 1. Note that gn is non-negative. By Lemma

4.4.1, if n is big enough depending on m, then gn on Kn
m is uniformly bounded in n.

Similarly for any z1, . . . , zl ∈ Z2, ∇δn
z1
· · · ∇δn

zl
gn on Kn

m is uniformly bounded in n, if

n is big enough depending on m, and z1, . . . , zl ∈ Z2.

We just proved that for a fixed m, if n is big enough depending on m, then

gn on Kn
m+1 is δn-harmonic and uniformly bounded in n. We may also choose n big

such that every lattice square of δnZ2 that intersects Km is contained in Km+1, and so

CEδngn on Km is well defined, and is uniformly bounded in n. Using the boundedness

of ∇δn
u gn on Kn

m+1 for u ∈ {1, i}, we conclude that {CEδngn} on Km is uniformly

continuous. By Arzela-Ascoli Theorem, there is a subsequence of {CEδngn}, which

converges uniformly on Km. By passing to a subsequence, we may assume that CEδngn

converges uniformly on each Km. Let g0 on D0 be the limit function. Similarly, for

any z1, . . . , zl ∈ Z2, there is a subsequence of {CEδn∇δn
z1
· · ·∇δn

zl
gn} which converges

uniformly on each Km. By passing to a subsequence again, we may assume that for
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any z1, . . . , zl ∈ Z2, CEδn∇δn
z1
· · · ∇δn

zl
gn converges to gz1,...,zl

0 on D0, uniformly on each

Km. It is easy to check that

gz1,...,zl
0 = (a1∂x + b1∂y) · · · (al∂x + bl∂y)g0,

if zj = (aj, bj), 1 ≤ j ≤ l. Since gn is δn-harmonic on Km for n big enough, we have

(∇δn
1 ∇δn

−1 + ∇δn
i ∇δn

−i)gn ≡ 0 on Kn
m. Thus (∂2

x + ∂2
y)g0 = 0, which means that g0 is

harmonic.

Now suppose xn ∈ V (Dδn) ∩D → I2 in the spherical metric. Since the spherical

distance between K1 and I2 is positive, the probability that a random walk on Dδn

started from xn hits K1 before I2 tends to zero by Lemma 4.3.3. If n is big enough,

K1 is a subset of Dn and disconnects I2 from In
1 . We have proved that gn is uniformly

bounded on δnZ2 ∩K1, if n is big enough. And by definition gn ≡ 1 on V (Dδn) ∩ I2.

By Markov property, we have gn(xn) → 1. Since g0 is the limit of CEδngn, this implies

that g0(z) → 1 as z ∈ D0 and z → I2 in the spherical metric. Thus g0 ◦ J(z) → 1 as

z ∈ Ap0 and z → Cp0 .

Now let us consider the behavior of un and u0 near I2. If z ∈ Dn and z → I2 in

the spherical metric, then Qn(z) → Cpn , and so un(z) = ReSpn ◦Qn(z) → 1. Using a

plane Brownian motion instead of a random walk in the above argument, we conclude

that un(z) → 1 as z ∈ Dn and z → I2 in the spherical metric, uniformly in n.

Suppose {vn}, chosen at the beginning of this proof, has a subsequence that

tends to I2 in the spherical metric. By passing to a subsequence, we may assume

that vn → I2 in the spherical metric. From the result of the last two paragraphs,

we see that gn(vn) → 1 and un(vn) → 1. This contradicts the hypothesis that

|gn(vn)−un(vn)| ≥ ε0. Thus {vn} has a positive spherical distance from I2. Since the

domain bounded by α1 and α2 disconnects U2 from I0
1 , and {vn} ⊂ U2, so {vn} has a

positive spherical distance from I1 too. Thus {vn} has a subsequence that converges

to some z0 ∈ D0. Again we may assume that vn → z0. Then u0(z0) = lim un(vn)

and g0(z0) = lim gn(vn), and so |u0(z0)− g0(z0)| ≥ ε0. We will get a contradiction by

proving that g0 ≡ u0 in D0.
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Note that g0 is non-negative, since each gn is non-negative. We can find a Jordan

curve β in D0 which satisfies the following properties. It disconnects I2 from I0
1 ; it

is the union of finite line segments which are parallel to either x or y axis; and it

does not intersect ∪nδnZ2. From the fact that
∑

v∈V (Dδn )∩I2
∆Dδn gn(v) = 0, and the

uniform convergence of ∇δn
1 gn to ∂xg0, and ∇δn

i gn to ∂yg0 on some neighborhood of β,

we have
∫

β
∂ng0ds = 0, where n is the unit norm vector on β pointed towards I1. Thus

g0 has a harmonic conjugate, and so does g0 ◦ J . We will prove g0 ◦ J = ReSp0 , from

which follows that g0 = u0. We have proved that g0 ◦ J(z) → 1 as Ap0 3 z → Cp0 . It

suffices to show that g0 ◦J(z) → 0 as Ap0 \U 3 z → C0 for any neighborhood U of 1.

4.4.2 The existence of some sequences of crosscuts

For a doubly connected domain Ω and one of its boundary component X, we say that

γ is a crosscut in Ω on X if γ is an open simple curve in D whose two ends approach

two points (need not be distinct) of X in Euclidean distance. For such γ, Ω\γ has two

connected components, one is a simply connected domain, and the other is a doubly

connected domain. Let U(γ) denote the simply connected component of D \ γ. Then

∂U(γ) is the union of γ and a subset of X.

Now Q0 maps D0 conformally onto Ap0 , and Q0(I
0
1 ) = C0. Similarly as Theorem

2.15 in [12], we can find a sequence of crosscuts {γk} in D0 on I0
1 which satisfies

(i) for each k, γk+1 ∩ γk = ∅ and U(γk+1) ⊂ U(γk);

(ii) Q0(γ
k), k ∈ N, are mutually disjoint crosscuts in Ap0 on C0; and

(iii) U(Q0(γ
k)), k ∈ N, forms a neighborhood basis of 1 in Ap0 .

Note that U(Q0(γ
k)) = Q0(U(γk)), so U(Q0(γ

k+1)) ⊂ U(Q0(γ
k)), for all k ∈ N. We

will prove that there is some crosscut γk
n in each Dn on In

1 such that γk
n and Qn(γk

n)

converge to γk and Q0(γ
k), respectively, in the sense that we will specify.

Now fix k ∈ N and ε > 0. Parameterize γk and Q0(γk) as the images of the

functions a : [0, 1] → D ∪ I0
1 and b : [0, 1] → Ap0 ∪ C0, respectively, so that b(t) =

Q0(a(t)), for t ∈ (0, 1). We may choose s1 ∈ (0, 1/2) such that the diameters of a[0, s1]

and a[1−s1, 1] are both less than ε/3. There is r1 ∈ (0, ε)∩ (0, (1−e−p0)/2) such that
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the curve b[s1, 1− s1] and the balls B(b(0); r1) and B(b(1); r1) are mutually disjoint.

Suppose γk is contained in B(0; M) for some M > ε. There is CM > 0 such that the

spherical distance between any z1, z2 ∈ B(0; 2M) is at least CM |z1− z2|. So for every

smooth curve γ in B(0; 2M), we have L#(γ) ≥ CML(γ), where L and L# denote the

Euclidean length and spherical length, respectively. Let r2 = r1 exp(−72π2/(C2
Mε2)).

Then we may choose s2 ∈ (0, s1) such that b[0, s2] ⊂ B(b(0); r2) and b[1 − s2, 1] ⊂
B(b(1); r2).

For j = 0, 1, let Γj be the set of crosscuts γ in Ap0 on C0 such that

B(b(j); r2) ∩ D ⊂ U(γ) ⊂ B(b(j); r1).

Then the extremal length of Γj is less than

2π/(ln r1 − ln r2) = C2
Mε2/(36π).

If n is big enough, then B(b(j); r1) ∩ D ⊂ Apn , so all γ ∈ Γj are in Apn . Then the

extremal length of Q−1
n (Γj) is also less than C2

Mε2/(36π). Since the spherical area of

Q−1
n (Apn) is not bigger than that of C, which is 4π, there is some βn,j in Q−1

n (Γj) of

spherical length less than CMε/3. Since

J(b[s2, 1− s2]) = a[s2, 1− s2] ⊂ γk ⊂ B(0; M),

and Q−1
n converges to J uniformly on b[s2, 1 − s2], so if n is big enough, then

Q−1
n (b[s2, 1 − s2]) ⊂ B(0; 1.5M). Every curve in Γj intersects b[s2, 1 − s2], so βn,j ∈

Q−1
n (Γj) intersects Q−1

n (b[s2, 1 − s2]) ⊂ B(0; 1.5M). If βn,j 6⊂ B(0; 2M), then there

is a subarc γ of βn,j that is contained in B(0; 2M) and connects ∂B(0; 1.5M) with

∂B(0; 2M). So L#(γ) ≥ CML(γ) ≥ CMM/2. This is impossible since L#(γ) ≤
L#(βn,j) ≤ CMε/3 < CMM/2. Thus βn,j ⊂ B(0; 2M), and so L(βn,j) ≤ L#(βn,j)/CM

< ε/3. Since βn,j has finite length, it is a crosscut in Dn on In
1 . Let sn,0 be the biggest s

such that Q−1
n (b(s)) ∈ βn,0, and sn,1 the biggest s such that Q−1

n (b(1−s)) ∈ βn,1. Then

sn,0, sn,1 ∈ [s2, s1]. Let β′n,0 and β′n,1 denote any one component of βn,0\{Q−1
n (b(sn,0))}
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and βn,1 \ {Q−1
n (b(1− sn,1))}, respectively. Let

γk
n := Q−1

n (b[sn,0, 1− sn,1]) ∪ β′n,0 ∪ β′n,1.

Then γk
n is a crosscut in Dn on In

1 . As r1 < ε, the symmetric difference between

Qn(γk
n) and Q0(γ

k) is contained in B(b(0); ε) ∪ B(b(1); ε). Since b[sn,0, 1 − sn,1] is

contained in b[s2, 1− s2], which is a compact subset of D0, so if n is big enough, then

the Hausdorff distance between Q−1
n (b[sn,0, 1 − sn,1]) and a[sn,0, 1 − sn,1] is less than

ε/3. Now the Hausdorff distance between Q−1
n (b[sn,0, 1 − sn,1]) and γk

n is not bigger

than the bigger diameter of β′n,0 and β′n,1, which is less than ε/3. And the Hausdorff

distance between a[sn,0, 1 − sn,1] and γk is not bigger than the bigger diameter of

a[0, sn,0] and a[1 − sn,1, 1], which is also less than ε/3. So the Hausdorff distance

between γk
n and γk is less than ε. Now we proved that we can choose crosscuts γk

n in

Dn on In
1 such that γk

n converges to γk, and the symmetric difference of Qn(γk
n) and

Q0(γ
k) converges to the two end points of Q0(γ

k), respectively, both in the Hausdorff

distance, as n tends to infinity.

4.4.3 Constructing hooks that hold the boundary

Now fix k ≥ 2. We still parameterize γk and Q0(γk) as the images of the functions

a : [0, 1] → D ∪ I0
1 and b : [0, 1] → Ap0 ∪C0, respectively, such that b(t) = Q0(a(t)),

for t ∈ (0, 1). Let Ωk denote the domain bounded by Q0(γ
k−1) and Q0(γ

k+1) in

Ap0 . Then ∂Ωk is composed of Q0(γ
k−1), Q0(γ

k+1), and two arcs on C0. Let ρk
0 and

ρk
1 denote these two arcs such that b(j) ∈ ρk

j , j = 0, 1. If n is big enough, from

the convergence of Qn(γk±1
n ) to Q0(γ

k±1), we have Qn(γk−1
n ) ∩ Qn(γk+1

n ) = ∅, and

U(Qn(γk+1
n )) ⊂ U(Qn(γk−1

n )). Let Ωk
n denote the domain bounded by Qn(γk−1

n ) and

Qn(γk+1
n ) in Apn . Then the boundary of Ωk

n is composed of Qn(γk−1
n ), Q0(γ

k+1
n ), and

two disjoint arcs on C0. If n is big enough, then each of these two arcs contains one

of b(0) and b(1). Let ρk
n,0 and ρk

n,1 denote these two arcs so that b(j) ∈ ρk
n,j, j = 0, 1.

Now suppose c : (−1, +1) → Ωk is a crosscut in Ωk with c(±1) ∈ Q0(γ
k±1). Then

c(−1, +1) divides Ωk into two parts: Ωk
0 and Ωk

1, so that ρk
j ⊂ ∂Ωk

j , j = 0, 1. If n
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is big enough, then c(±1) ∈ Qn(γk±1
n ), and c(−1, +1) ⊂ Ωk

n. Thus c(−1, +1) also

divides Ωk
n into two parts: Ωk

n,0 and Ωk
n,1, so that ρk

n,j ⊂ ∂Ωk
n,j. Let λj (λn,j, resp.) be

the extremal distance between Q0(γ
k−1) (Qn(γk−1

n ), resp.) and Q0(γ
k+1) (Qn(γk+1

n ),

resp.) in Ωk
j (Ωk

n,j, resp.), j = 0, 1. It is clear that λn,j → λj as n →∞, and λj < ∞.

Thus {λn,j} is bounded by some Ek > 0.

Since γk ∩ γk±1 = ∅ and γk±1
n converges to γk±1 in the Hausdorff distance, there

is dk > 0 such that the distance between γk and γk±1
n is greater than dk, if n is

big enough. For x ∈ D0 and r > 0, let B̃0(x; r) and B̃n(x; r) denote the connected

component of B(x; r) ∩ D0 and B(x; r) ∩ Dn, respectively, that contains x. Since

Dn → D0, it is easy to prove that B̃n(x; r) → B̃0(x; r). Let ek = dk exp(−2πEk).

Suppose s0 ∈ (0, 1) is such that the diameter of a(0, s0) is less than ek. By the

construction of γk
n, we have Ωk

n → Ωk, so Q−1
n (Ωk

n) → Q−1
0 (Ωk). Now a(s0) ∈ γk ⊂

Q−1
0 (Ωk). Hence a(s0) ∈ Q−1

n (Ωk
n) if n is big enough. Since the distance from a(s0)

to γk±1
n is bigger than dk > ek, B̃n(a(s0); ek) is contained in Q−1

n (Ωk
n). We claim that

B̃n(a(s0); ek) ⊂ Q−1
n (Ωk

n,0), if n is big enough.

Since a(0) ∈ ∂Q−1
0 (Ωk), |a(0) − a(s0)| < ek, and Q−1

n (Ωk
n) → Q−1

0 (Ωk), so the

distance from a(s0) to ∂Q−1
n (Ωk

n)) is less than ek, if n is big enough. Now choose

zn ∈ ∂Q−1
n (Ωk

n) that is the nearest to a(s0). Then the line segment [a(s0), zn) ⊂
B̃n(a(s0); ek). Hence Qn[a(s0), zn) is a simple curve in Ωk

n such that Qn(z) tends to

some z′n ∈ ∂Ωk
n, as z ∈ [a(s0), zn) and z → zn. Since zn 6∈ γk±1

n , z′n 6∈ Qn(γk±1
n ). Thus

z′n is on ρk
n,j for some j ∈ {0, 1}. Since Qn(B̃n(a(s0); ek)) → Q0(B̃0(a(s0); ek)) 3 b(s0),

and b(s0) ∈ Ωk
n,0, so if n is big enough, Qn(B̃n(a(s0); ek)) intersects Ωk

n,0. For such

n, if z′n ∈ ρk
n,1, then all curves in Q−1

n (Ωk
n,0) that go from γk−1

n to γk−1
n will pass

B̃n(a(s0); ek). And so they all cross some annulus centered at a(s0) with inner radius

ek and outer radius greater than dk. So the extremal distance between γk−1
n and

γk+1
n in Q−1

n (Ωk
n,j) is greater than (ln dk − ln ek)/(2π) = Ek. However, by conformal

invariance, this extremal distance is equal to λn,j, which is not bigger than Ek if n is big

enough. Thus z′n ∈ ρk
n,0 for n big enough. Similarly, z′n ∈ ρk

n,0 and Qn(B̃n(a(s0); ek))∩
Ωk

n,1 6= ∅ can not happen at the same time when n is big enough. So if n is big enough,

Qn(B̃n(a(s0); ek)) is contained in Ωk
n,0. Similarly, we let s1 ∈ (s0, 1) be such that the
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diameter of a(s1, 1) is less than ek, then Qn(B̃n(a(s1); ek)) ⊂ Ωk
n,1, if n is big enough.

For j = 0, 1, a(sj) and a(j) determine a square of side length lj = |a(j) − a(sj)|
with vertices v0,j := a(sj), v2,j, v1,j, and v3,j, in the clockwise order, so that a(j)

is on one middle line [(v0,j + v3,j)/2, (v1,j + v2,j)/2]. This square is contained in

B(a(sj);
√

2lj) ⊂ B(a(sj); 0.8ek), since lj < ek/2. And the union of line segments

[v0,j, v1,j], [v1,j, v2,j] and [v2,j, v3,j] surrounds B(a(j); lj/8).

For j = 0, 1, let Nj be the lj/20-neighborhood of [v0,j, v1,j]∪ [v1,j, v2,j]∪ [v2,j, v3,j].

Then Nj ⊂ B(a(sj); ek). Choose qj ∈ (0, lj/30) such that B(a(sj); qj) ⊂ Q−1
0 (Ωk).

For m = 0, 1, 2, 3, let Wm,j = B(vm,j; qj). When n is big enough, W0,j ⊂ Q−1
n (Ωk

n),

and B(a(j); lj/30) intersects ∂Q−1
n (Ωk

n). Suppose βj is a curve in Nj which starts

from W0,j, and reaches W1,j, W2,j and W3,j in the order. Then βj disconnects a

subset of ∂Q−1
n (Ωk

n) from ∞, if n is big enough. Since Q−1
n (Ωk

n) is a simply connected

domain, βj hits ∂Q−1
n (Ωk

n). Let βn
j be the part of βj before hitting ∂Q−1

n (Ωk
n). Then

βn
j ⊂ B̃n(a(sj); ek) ⊂ Q−1

n (Ωk
n,j), if n is big enough. So Qn(βn

j ) is a curve in Ωk
n,j that

tends to some point of ∂Ωk
n,j at one end. This point is not on Qn(γk±1

n ), because the

distance between γk and γk+1
n is greater than ek. Hence Qn(βn

j ) intersects ρk
n,j.

Suppose B is a closed ball in Q−1
0 (Ωk). For j = 0, 1, let Πj be a subdomain of

Q−1
0 (Ωk) that contains B ∪W0,j such that Πj is a compact subset of Q−1

0 (Ωk). Then

Πj is contained in Q−1
n (Ωk

n) for n big enough. For x ∈ δnZ2 ∩ B, let Ax
n,j be the set

of lattice paths of δnZ2 that start from x, and hit W0,j, W1,j, W2,j and W3,j in the

order before exiting Πj ∪Nj. We may view β ∈ Ax
n,j as a continuous curve. Let βDn

denote the part of β ∈ Ax
n,j before exiting Q−1

n (Ωk
n). Then βDn can be viewed as a

lattice path on Dδn . We proved in the last paragraph that if n is big enough, Qn(βDn)

intersects ρk
n,j, for any β ∈ Ax

n,j, x ∈ δnZ2 ∩ B, j = 0, 1. Thus for any β0 ∈ Ax
n,0 and

β1 ∈ Ax
n,1, βDn

0 ∪ βDn
1 disconnects γk−1

n from γk+1
n in Q−1

n (Ωk
n).

4.4.4 The behaviors of g0 ◦ J outside any neighborhood of 1

Let P x
n,j be the probability that a random walk on δnZ2 started from x belongs to

Ax
n,j. By Lemma 4.3.4, if n is big enough, then P x

n,j is greater than some ak > 0 for
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all x ∈ δnZ2 ∩B, j = 0, 1. We may also choose n big enough such that V (Dδn)∩B is

non-empty, and gn(x) is less than some bk ∈ (0,∞) for all x ∈ δnZ2∩B. We claim that

if n is big enough, then gn(x) ≤ max{bk/ak, 1} for every x ∈ δnZ2 ∩ (Dn \ U(γk−1
n )).

Suppose for infinitely many n, there are xn ∈ δnZ2∩Dn \U(γk−1
n ) such that gn(xn) ≥

M > max{bk/ak, 1}. Since gn is discrete harmonic on δnZ2 ∩Dn, and gn ≤ 1 on the

boundary vertices of Dn except at P (wn), the tip point of wn, so there is a lattice path

βn in Dn that goes from xn to P (wn) such that the value of gn at each vertex of βn is

not less than M . By the construction of γk+1
n , if n is big enough, then U(Qn(γk+1

n )) is

some neighborhood of 1 in Apn , and so U(γk+1
n ) is some neighborhood of P (wn) in Dn.

Thus βn intersects both γk−1
n and γk+1

n . Choose v0 ∈ δnZ2 ∩B. For every ρn,0 ∈ Av0
n,0

and ρn,1 ∈ Av0
n,1, the path ρDn

n,0 ∪ ρDn
n,1 disconnects γk−1

n from γk+1
n . Therefore ρDn

n,0 ∪ ρDn
n,1

intersects βn. This implies that for some jn ∈ {0, 1}, for every ρ ∈ Av0
n,jn

, we have

ρDn intersects βn. Thus the probability that a random walk on δnZ2 started from v0

hits βn before ∂Dn is greater than ak. Let τn be the first time this random walk hits

βn ∪ ∂Dn. Since gn is non-negative, bounded, and discrete harmonic on δnZ2 ∩ Dn,

so gn(v0) = E[gn(RWx
v0

(τn))] ≥ akM > bk, which is a contradiction. So the claim is

proved.

By passing to a subsequence depending on k, we can now assume the following.

U(γk+1
n ) is some neighborhood of P (wn) in Dn; the value of gn on δnZ2∩Dn \U(γk+1

n )

is bounded by some Mk ≥ 1; U(γk+1
n ) ⊂ U(γk

n) ⊂ U(γk−1
n ); the spherical distance

between γk
n and γk−1

n is greater than some Rk > 0; and the (Euclidean) distance

between γk
n and γk+1

n is greater than δn. Since the end points of γk
n and γk−1

n are on In
1 ,

the spherical diameter of In
1 is at least Rk. Let R be the spherical distance between I2

and α2. Then the spherical distance between I2 and In
1 is at least R, as α2 disconnects

I2 from In
1 . Suppose v ∈ V (Dδn) ∩Dn \ U(γk−1

n ), and dist#(v, In
1 ) = d < R/2. Then

dist#(v, I2) > R/2. Let RWn
v be a random walk on δnZ2 started from v, and τ k

n be

the first time that RWn
v leaves Dn \ U(γk

n). Then RWn
v (τ k

n) is either on I2, or on In
1 ,

or in U(γk
n). In the first case, gn(RWn

v (τ k
n)) = 1, and v should first exit B#(v, R/2)

before hitting I2. In the second and third cases, since RWn
v (τ k

n − 1) ∈ Dn \ U(γk
n),

and the Euclidean distance between γk
n and γk+1

n is greater than δ by construction, so
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[RWn
v (τ k

n−1), RWn
v (τ k

n)] does not intersect γk+1
n . Thus in the second case, RWn

v (τ k
n) 6=

P (wn), and so gn(RWn
v (τ k

n)) = 0. In the third case, RWn
v (τ k

n) ∈ Dn \ U(γk+1
n ), so

gn(RWn
v (τ k

n)) ≤ Mk; and RWn
v first uses some edge that intersects γk−1

n , then uses

some edge that intersects γk
n at time τ k

n . So the spherical diameter of RWn
v [0, τ k

n ] is at

least Rk. This implies that RWn
v should exit B#(v; Rk/2) before hitting U(γk

n). Let

R′
k = min{R/2, Rk/2}, then by Lemma 4.3.3,

Pr[RWn
v (τ k

n) 6∈ In
1 ] ≤ C0((δn + d)/R′

k)
C1 ,

for some absolute constants C0, C1 > 0. So we have gn(v) ≤ MkC0((δn + d)/R′
k)

C1 .

Suppose z ∈ D0 \U(γk−1)\γk−1, and dist#(z, I0
1 ) = d < R/4. Choose r ∈ (0, d/2)

such that B#(z, r) is bounded and B#(z; r) ⊂ D0 \U(γk−1)\γk−1. If n is big enough,

then B#(z; r) ⊂ Dn \U(γk−1
n ), and the spherical distance from every v ∈ B#(z; r) to

In
1 is less than 2d < R/2. Thus

gn(v) ≤ MkC0((δn + 2d)/R′
k)

C1 , ∀v ∈ δnZ2 ∩B#(z; r).

Since g0 is the limit of gn, g0(z) ≤ MkC0(2d/R)C1 . Thus for every k ≥ 2, g0(z) → 0,

as z ∈ D0 \U(γk−1)\γk−1, and z → I1 in the spherical metric, and so g0 ◦J(z) → 0 as

z ∈ Ap0 \ U(Q0(γ
k−1)), and z → C0. Since U(Q0(γ

k)), k ∈ N, forms a neighborhood

basis of 1 in Ap0 , so for any r > 0, g0 ◦ J(z) → 0 if z ∈ Ap0 \ B(1, r) and z → C0.

This is what we need at the end of 4.4.1. 2

4.5 Some discussions

Suppose an HRLC2(D; w0 → T ) is proved to be the scaling limit of the corresponding

LERW. Then we could obtain some geometric behaviors of the trace. First, the limit

set of the trace in the conformal closure is a single point on the target set T . If T is

an interior point or a prime end, then itself is the limit point. If T is a side arc then

the distribution of the limit point is the hitting point of a plane Brownian motion

(or Brownian excursion, resp.) in D started from w0 conditioned to hit T if w0 is an
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interior point (or a prime end, resp.). Here the Brownian excursion is the limit as

D 3 z → w0 of a plane Brownian motion in D started from z conditioned to hit T .

We will study more about Brownian excursion in the next chapter. Moreover, if T1

is a subarc of T , then the trace conditioned to hit T1 is a HRLC2(D; w0 → T1) trace.

We may even have HRLC2(D; w0 → T ) =
∫

T
HRLC2(D; w0 → w)dµ(w), where µ is

the hitting distribution of an HRLC2(D; w0 → T ) trace at T .

From the reversibility of LERW in [3], we find that for any p1 6= p2 ∈ D̂, the

reversal of an HRLC2(D; p1 → p2) trace has the same lap as an HRLC2(D; p2 → p1)

trace after a time-change. If the target is a side arc, the reversibility can only be stated

for SLE2. For a standard strip SLE2 trace β, if we let m + πi be the hitting point of

β at πi+R, then the reversal of β−m has the same law as a strip SLE2(Sπ; πi → R)

trace after a time-change. For a modulus p standard annulus SLE2 trace β, let x0

and xp be uniform random points on C0 and Cp, respectively, then the reversal of an

annulus SLE2(Ap;x0 → Cp) trace has the same law as an annulus SLE2(Ap;xp → C0)

trace after a time-change. Similarly, the reversal of a standard disc SLE2 trace has

the same law as a radial SLE2(D;x → 0) trace after a time-change.

We may also consider the reflection boundary condition. For example, suppose

0 ∈ ∂D and (0, a] ⊂ D for some a > 0, p0 ∈ D ∩ cZ2, and I is a side of D that

does not contain the prime end 0+. Let Dδn be defined as usual for δn = c/n. Let

∂̃V Dδn := ∂V Dδn \ I, i.e., the set of boundary vertices not on I. Let Xδn be the

LERW in (Dδn , ∂̃V Dδn ∪ {p0}) conditioned to hit p0. As n → ∞, the curve of Xδn

should converge to a random continuous curve that can be described by an equation

similar to that of HRLC2(D; 0+ → p0). To construct such a curve, we let P ξ
t,W in the

definition of HRLC to be the modified Green function in D \W (Kξ
t ) with the pole

at p0 and with a reflection boundary I. This means that P ξ
W,t is a positive harmonic

function in D \ {p0}; it behaves like − ln |z − p0|/(2π) for z near p0; P ξ
t,W (z) → 0 as

z → ∂̂D \ I; and ∂nP ξ
t,W (z) = 0 for z ∈ I.
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Chapter 5

Random Loewner chains and
restriction measures

It is proved in [8] that the chordal and radial SLE8/3 satisfy the restriction property.

For example, suppose β is a standard SLE8/3 trace, i.e., an SLE8/3(H; 0 →∞) trace.

Let Ω be a simply connected subdomain of H that contains some neighborhoods of

0 and ∞ in H. Then with a positive probability, β stays in Ω, and the law of β

conditioned to stay in Ω is the same as an SLE8/3(Ω; 0 → ∞) trace, after a time-

change. If the trace is considered as a random set, then we don’t need to worry about

the time-change. So the law of that trace (set) is a conformally invariant restriction

probability measure. The authors of [8] also studied other conformally invariant

measures, which are not supported on simple paths, in simply connected domains.

Since all simply connected domains are conformally equivalent to each other, so there

is no much freedom to construct a restriction measure. The restriction measures other

than chordal SLE8/3 trace can be constructed from some chordal SLEκ, 0 < κ < 8/3,

by adding Brownian bubbles to the trace.

In this chapter we will imitate the work in [8], and study the restriction properties

of HRLCκ in a plane domain started from a prime end. Since a subdomain is in

general not conformally equivalent to the whole domain, there could be a lot of

different kinds of conformally equivalent restriction measure. We are only interested

in those restriction measures that are most closed to HRLC.
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5.1 Preparations

5.1.1 Brownian motion and Brownian excursion

We will use the notations and symbols in Section 3.1. It is known ([13]) that plane

Brownian motions are conformally invariant up to a time-change. So a Brownian

motion in a Riemann surface can be defined up to time-changes. For a finite Riemann

surface D, we first consider a Brownian motion in its underlying surface R. The

Brownian motion almost surely leaves D in a finite time, and hits a prime end of D.

This Brownian motion stopped at the time it leaves D is called a Brownian motion

in (D, ∂̂D). We will consider such a (stopped) Brownian motion as a random closed

subset of D or D̂. So the its law is a measure on the space of closed subsets of D

or D̂. We use BM(D; z → ∂̂D) to denote the law of a Brownian motion in (D, ∂̂D)

started from z ∈ D. For any side arc I of D, the probability that the above Brownian

motion hits I is the harmonic measure function of I in D valued at z, and so is

positive. The law of a Brownian motion in (D, ∂̂D) conditioned to hit I is denoted

by BM(D; z → I).

Suppose w is a prime ends of D. We may find a decreasing sequence of side arcs

In such that {w} = ∩nIn. Then the weak limit of BM(D; z → In) as n → ∞ exists

and is independent of the choice of {In}. We use BM(D; z → w) to denote the limit

measure. A random set with this law is called a Brownian motion in (D, ∂̂D) started

from z conditioned to hit w.

Suppose w is a prime end of D, I is a side arc of D, and w 6∈ I. Then the weak

limit of BM(D; z → I) as D 3 z → w exists, and is denoted by BE(D; w → I). A

random set that has this law is called a Brownian excursion in D started from w

conditioned to hit I.

Suppose w1 6= w2 are two prime ends of D. Then the weak limit of BM(D; z → w2)

as D 3 z → w1 exists, and is denoted by BE(D; w1 → w2). It is also the weak limit

of BE(D; w1 → In) as n → ∞ for any decreasing sequence of side arcs In such

that {w2} = ∩nIn. A random set that has this law is called a Brownian excursion

in D started from w1 conditioned to hit w2. In fact, we have BE(D; w1 → w2) =
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BE(D; w2 → w1).

Let S(D) be the set of nonempty F ∈ Cld(D) which is a union of finitely many

mutually disjoint closed Jordan discs. Since we could use sets in S(D) to approximate

any closed subset of D, so we have the following lemma.

Lemma 5.1.1 Let µ1 and µ2 be two finite positive measures on FH
D with |µ1| = |µ2|.

Suppose µ1 and µ2 agree on {∩F = ∅} for any F ∈ S(D). Then µ1 = µ2.

For F ∈ S(D), D \F is still a finite Riemann surface. And all sides of D are sides

of D \ F . Let H(D, I; ·) denote the harmonic measure function of I in D. Then for

any F ∈ S(D),

BM(D; z → I)({∩F = ∅}) =
H(D \ F, I; z)

H(D, I; z)
.

Suppose w is a prime end of D and h maps a neighborhood U of w in D̂ conformally

into H such that h(U ∩ ∂̂D) ⊂ R. Let M(D,w, h; ·) denote the minimal function in

D with the pole at w normalized by h. Then we have

BM(D; z → w)({∩F = ∅}) =
M(D \ F,w, h; z)

M(D, w, h; z)
.

If I is a side arc of D such that w 6∈ I then

BE(D; w → I)({∩F = ∅}) =
∂y(H(D \ F, I; ·) ◦ h−1)(h(w))

∂y(H(D, I; ·) ◦ h−1)(h(w))
.

Suppose w1 6= w2 are two prime ends of D, and hj maps a neighborhood Uj of wj in

D̂conformally into H such that h(Uj ∩ ∂̂D) ⊂ R. Then

BE(D; w1 → w2)({∩F = ∅}) =
∂y(M(D \ F, I, h2; ·) ◦ h−1

1 )(h1(w1))

∂y(H(D, I, h2; ·) ◦ h−1
1 )(h1(w1))

.

The Brownian motion and Brownian excursion have the restriction property. For

example, suppose K has the law of BM(D; p → I) and D′ is a subdomain of D that

contains p and a neighborhood of I. Then K conditioned to stay in D′ has the law

of BM(D′; p → I). The case of Brownian excursion is similar.
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5.1.2 Brownian bubble

Suppose w is a prime end of a finite Riemann surface D. As usual, let h map a

neighborhood U of w conformally into H so that h(U ∩ ∂̂D) ⊂ R. Let ξ = h(w).

Choose a sequence pn ∈ U ∩D so that pn → w. Suppose R 3 rm ↘ 0 and {|z − ξ| <
rm} ∩ H is contained in the image of h. Let Um = h−1({|z − ξ| < rm} ∩ H). Let

µn,m denote the measure BM(D; pn → w)/|h(pn) − ξ|2 restricted to the subspace

{6⊂ Um} of Cld(D). Let zn = h(pn), MD(z) = M(D, w, h; h−1(z)) and Mm(z) =

M(Um, w, h; h−1(z)). Then

|µn,m| = MD(zn)−Mm(zn)

|zn − ξ|2MD(zn)
.

As z → 0 in H, from the normalization of M(D, w, h; ·), we have

MD(z) =
Im z

|z − ξ|2 (1 + O(|z − ξ|2)).

On the other hand, MD−Mm has no pole around ξ, so it is the real part of an analytic

function in a neighborhood of ξ. So we have

MD(z)−Mm(z) = ∂y|ξ(MD −Mm)Im z(1 + O(|z − ξ|),

as z → ξ in H. Thus

lim
n→∞

|µn,m| = ∂y|ξ(MD −Mm).

So for any m ∈ N, {µn,m : n ∈ N} is uniformly bounded. So it has a subsequential

weak limit µ0,m with |µ0,m| = ∂y|ξ(MD −Mm).

Suppose F ∈ S(D). Then {∩F = ∅} is an open subset of Cld(D). And

µn,m({∩F = ∅}) = BM(D; pn → w)({6⊂ Um,∩F = ∅})/|h(pn)− ξ|2

= (BM(D; pn → w)({6⊂ Um \ F})− BM(D; pn → w)({∩F 6= ∅}))/|h(pn)− ξ|2.
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So we have

lim
n→∞

µn,m({∩F = ∅}) = ∂y|ξ(MD −Mm,F )− ∂y|ξ(MD −MF ),

where Mm,F (z) = M(Um \F, w, h; h−1(z)) and MF (z) = M(D\F, w, h; h−1(z)). Thus

µ0,m({∩F = ∅}) ≤ ∂y|ξ(MD −Mm,F )− ∂y|ξ(MD −MF ).

We could find a decreasing sequence Fl in S(D) such that F = ∩lFl and F is contained

in the interior of each Fl. For each l, {∩intFl = ∅} is a closed subset of Cld(D), we

have

µ0,m({∩F = ∅}) ≥ µ0,m({∩intFl = ∅}) ≥ lim sup
n→∞

µn,m({∩intFl = ∅})

≥ ∂y|ξ(MD −Mm,Fl
)− ∂y|ξ(MD −MFl

).

It can be proved that

lim
l→∞

∂y|ξ(MD −Mm,Fl
) = ∂y|ξ(MD −Mm,F );

lim
l→∞

∂y|ξ(MD −MFl
) = ∂y|ξ(MD −MF ).

We conclude that

µ0,m({∩F = ∅}) = ∂y|ξ(MD −Mm,F )− ∂y|ξ(MD −MF ).

By Lemma 5.1.1, µ0,m is uniquely determined, which means any subsequential weak

limit of {µn,m : n ∈ N} is the same µ0,m. So µ0,m is the weak limit of µn,m as n →∞.

If m′ < m, then similarly as above, we have

µ0,m({⊂ Um′}) = ∂y|ξ(MD −Mm)− ∂y|ξ(MD −Mm′) = |µ0,m| − |µ0,m′ |.

Thus µ0,m({6⊂ Um′} = |µ0,m′|. Since µn,m ≥ µn,m′ for all n ∈ N, we have µ0,m ≥ µ0,m′ .
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It follows that µ0,m restricted to the set {6⊂ Um′} is no less than µ0,m′ restricted to

{6⊂ Um′}, which is µ0,m′ itself. However, from µ0,m({6⊂ Um′} = |µ0,m′|, we must have

µ0,m|{6⊂Um′} = µ0,m′ . This is true for any m′ < m ∈ N.

Finally, note that {{6⊂ Um}} is an increasing subsequence of closed subsets of

Cld(D), and the union of them is {6= ∅}. So there is a unique measure µ0,0 on FD
H

so that µ0,0({∅}) = 0 and µ0,0|{6⊂Um} = µ0,m for any m ∈ N. This µ0,0 is positive

and σ-finite but not finite. It in fact does not depend on the choice of pn or Um.

But it depends on the choice of h. We call µ0,0 the Brownian bubble measure in D

hanging at w, normalized by h. Let it be denoted by BB(D, h; w). In fact, for any

two normalizing function h1 and h2, we have

BB(D, h1; w) = |(h2 ◦ h−1
1 )′(h1(w))|2BB(D, h2; w).

If D′ is a subdomain of D that contains a neighborhood of w in D, then BB(D, h; w)

restricted in D′ is equal to BB(D′, h; w). And

BB(D, h; w)({6⊂ D′}) = ∂y((M(D, w, h; ·)−M(D′, w, h; ·)) ◦ h−1)(h(w)).

The Brownian bubble defined here is similar to the Brownian bubble defined in

[8] for the upper half plane. The main difference is that we don’t fill in the holes of

a Brownian bubble to make it a hull, so the information inside will not be lost.

5.2 A martingale for HRLC2

Suppose L has the law of HRLCκ(D; w → I), where κ > 0 and D is a finite Riemann

surface with a prime end w and a side arc I such that w 6∈ I. The case that the target

is a prime end can be studied similarly. Let α be the side that contains w. Let W

map a neighborhood Ω in D \ {0} of ∂D conformally onto a neighborhood Σ in D of

α and satisfy W (∂D) = α and W (1) = w. Let TΣ be the first t such that L(t) 6∈ Σ

or t = ∆(L). Let LΣ be that L restricted on [0, TΣ). Let LΣ,W be a time-change of

LΣ such that (Kt := LΣ,W (t)) is a family of standard radial LE hulls. Let [0, TΣ,W )
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be the range of LΣ,W . Let ξ be the driving function with ξ(0) = 0 and ϕt be the

corresponding LE maps. Then for some standard Brownian motion B(t), we have

dξ(t) =
√

κdB(t) + (3− κ/2)
∂x∂yJt(ξ(t))

∂yJt(ξ(t))
dt,

where Jt := Ht ◦W ◦ ϕ−1
t ◦ ei and Ht := H(D \W (Kt), I; ·). Let w(t) be the prime

end determined by LΣ at time t. Then W ◦ ϕ−1
t ◦ ei maps a neighborhood of ξ(t)

conformally onto a neighborhood of w(t) in D\W (Kt), and w(t) = W ◦ϕ−1
t ◦ei(ξ(t)).

Let ht be a local inverse of W ◦ϕ−1
t ◦ ei near w(t). Then ht is a normalizing function

for minimal functions in D \W (Kt) with the pole at w(t). We let Mt be the minimal

function as above normalized by ht. Suppose F ∈ S(D). Let TΣ,W,F be the first t such

that W (Kt)∩F 6= ∅ or t = TΣ,W . For 0 ≤ t < TΣ,W,F , let H̃t := H(D\F \W (Kt), I; ·).
Let J̃t := H̃t ◦W ◦ ϕ−1

t ◦ ei and M̃t be the minimal function in D \ F \W (Kt) with

the pole at w(t), normalized by ht. Then we have the following lemma.

Lemma 5.2.1

∂tHt(z) = −2∂yJt(ξ(t)) ·Mt(z), for 0 ≤ t < TΣ,W and z ∈ D;

∂tH̃t(z) = −2∂yJ̃t(ξ(t)) · M̃t(z), for 0 ≤ t < TΣ,W,F and z ∈ D \ F.

Proof. The proof is not immediate. But the picture is clear. The change of Ht(z)

comes from a disturbance at the prime end w(t), which contributes the minimal

function in D \W (Kt) with the pole at w(t). So we omit the proof. 2

We may choose a family of conformal maps ψt such that ei ◦ψt = ϕt ◦ ei, ψ0 is an

identity, and ψt is continuous in t. Then it satisfies the differential equation

∂tψt(z) = cot((ψt(z)− ξ(t))/2).
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And Jt ◦ ψt = Ht ◦W ◦ ei. Applying ∂t on both sides of this equality, we have

∂tJt ◦ ψt(z) + ∂xJt(ψt(z))Re cot(
ψt(z)− ξ(t)

2
)+

+∂yJt(ψt(z))Im cot(
ψt(z)− ξ(t)

2
) = −2∂yJt(ξ(t))Mt ◦W ◦ ei(z).

Let p = ψt(z) and Qt := Mt ◦W ◦ ei ◦ ψ−1
t . Then

∂tJt(p) + ∂xJt(p)Re cot(
p− ξ(t)

2
) + ∂yJt(p)Im cot(

p− ξ(t)

2
) = −2∂yJt(ξ(t))Qt(p).

Suppose J t and Qt are some analytic functions in a neighborhood of ξ(t) (or

without the point ξ(t)) such that Jt = Im J t and Qt = Im Qt. Then ξ(t) is a simple

pole of Qt, and the principle part is −1/(z− ξ(t)) thanks to the normalization of Mt.

The above displayed formula becomes

∂tIm J t(p) = −2∂yJt(ξ(t))Im Qt(p)− Im (∂zJ t(p) cot(
p− ξ(t)

2
)),

where ∂z means the complex derivative. Applying ∂z on both sides, we get

∂t∂zJ t(p) = −2∂yJt(ξ(t))∂zQt(p)− ∂z(∂zJ t(p) cot(
p− ξ(t)

2
))

= −2∂yJt(ξ(t))∂zQt(p)− ∂2
zJ t(p) cot(

p− ξ(t)

2
) +

∂zJ t(p)/2

sin2((p− ξ(t))/2))
. (5.2.1)

For j = 1, 2, 3, let aj(t) := ∂j
zJ t(ξ(t)). So aj(t) = ∂j−1

x ∂yJt(ξ(t)). Suppose b(t) is such

that Qt(p) = −1/(z − ξ(t)) + C + b(t)(p− ξ(t)) + O((p− ξ(t))2). Then

∂zQt(p) =
1

(p− ξ(t))2
+ b(t) + O(p− ξ(t));

∂zI t(p) = a1(t) + a2(t)(p− ξ(t)) + a3(t)/2(p− ξ(t))2 + O((p− ξ(t))3);

∂2
zJ t(p) = a2(t) + a3(t)(p− ξ(t)) + O((p− ξ(t))2).
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Note that

cot(
p− ξ(t)

2
) =

2

p− ξ(t)
− p− ξ(t)

6
+ O((p− ξ(t))2);

1/2

sin2((p− ξ(t))/2)
=

2

(p− ξ(t))2
+

1

6
+ O(p− ξ(t)).

Plugging these equalities into formula (5.2.1), we get

∂t∂yJt(ξ(t)) = ∂t∂zJ t(ξ(t)) = (1/6− 2b(t))a1(t)− a3(t).

From Ito’s formula, we have

da1(t) = d∂yJt(ξ(t)) = ∂t∂yJt(ξ(t))dt + κ/2∂2
x∂yJt(ξ(t))dt

+∂x∂yJt(ξ(t))(
√

κdB(t) + (3− κ

2
)
∂x∂yJt(ξ(t))

∂yJt(ξ(t))
dt)

= ((1/6− 2b(t))a1(t)− a3(t))dt + κ/2a3(t)dt

+(3− κ

2
)
a2(t)

2

a1(t)
dt + a2(t)

√
κdB(t).

Thus

d ln a1(t) =
da1(t)

a1(t)
− κ/2

a2(t)
2

a1(t)2
dt =

a2(t)

a1(t)

√
κdB(t)+

+(
1

6
− 2b(t)− 2− κ

2

a3(t)

a1(t)
+ (3− κ)

a2(t)
2

a1(t)2
)dt.

Similarly, let ãj and b̃ be defined for J̃t and M̃t. Then we have

d ln ã1(t) =
ã2(t)

ã1(t)

√
κdB(t) + (

1

6
− 2b̃(t)− 2− κ

2

ã3(t)

ã1(t)

+(3− κ

2
)
a2(t)

a1(t)
· ã2(t)

ã1(t)
− κ

2

ã2(t)
2

ã1(t)2
)dt.

Let

e(κ) =
6− κ

2κ
, α(κ) =

(6− κ)(8− 3κ)

2κ
, and β(κ) =

3(6− κ)(κ− 2)

2κ
. (5.2.2)
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Then we compute

d

(
ã1(t)

a1(t)

)e(κ) / (
ã1(t)

a1(t)

)e(κ)

= e(κ)(
ã2(t)

ã1(t)
− a2(t)

a1(t)
)
√

κdB(t)− α(κ)(̃b(t)− b(t))dt

−β(κ)

[
(̃b(t)− b(t))− 1

6
(
ã3(t)

ã1(t)
− a3(t)

a1(t)
) +

1

4
(
ã2(t)

2

ã1(t)2
− a2(t)

2

a1(t)2
)

]
dt. (5.2.3)

If κ = 2, then e(κ) = 1, α(κ) = 2, and β(κ) = 0. So we have

d

(
ã1(t)

a1(t)

) / (
ã1(t)

a1(t)

)
= −2(̃b(t)− b(t))dt + (

ã2(t)

ã1(t)
− a2(t)

a1(t)
)
√

κdB(t). (5.2.4)

So we have the following Lemma

Lemma 5.2.2 For κ = 2,

ã1(t)

a1(t)
exp(−2

∫ t

0

(b(s)− b̃(s))ds)

is a bounded continuous martingale for 0 ≤ t < TΣ,W,F .

Proof. From formula (5.2.4) we know this is a local martingale. Note that ã1(t)/a1(t)

= BE(Dt; wt → α)({∩F = ∅} ≤ 1 ; and b(t)− b̃(t) = BB(Dt, ht; wt)({∩F 6= ∅}) ≥ 0.

So the local martingale is bounded by 1. It must be a bounded continuous martingale.

2

Now we suppose κ = 2. So L has the law of HRLC2(D; w → I). From the above

lemmas, we obtain the following proposition.

Proposition 5.2.1 Let TF be the first t such that L(t) ∩ F 6= ∅ or t = ∆(L). For

0 ≤ t < TF , let

p(t) = BE(D \ L(t); wL(t) → I)({∩F = ∅}),

q(t) = BB(D \ L(t), gt; wL(t))({∩F 6= ∅}),

where wL(t) is the prime end of D \ L(t) determined by L at time t, and gt maps a

neighborhood of Ut of wL(t) in D \L(t) conformally into H so that gt(Ut ∩ ∂̂D) ⊂ R),
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and

∂y(H(D \ L(t), α; ·) ◦ g−1
t )(gt(wLΣ

(t))) = 1.

Then p(t) exp(−2
∫ t

0
q(s)ds) is a bounded continuous martingale for 0 ≤ t < TF .

Proof. Note that LΣ is a time-change of LΣ,W , and the choice of gt compensates the

effect of the time-change. So from Lemma 5.2.2, p(t) exp(−2
∫ t

0
q(s)ds) is a bounded

continuous martingale for 0 ≤ t < TΣ,F , where TΣ,F is the first t such that L(t) 6∈ Σ,

or L(t)∩F 6= ∅, or t = ∆(L). Since there is a sequence of Σn such that TF = ∨nTΣn,F ,

so the proof is completed. 2

5.3 Adding Brownian bubbles to HRLC2

We only consider HRLC2 in a plane domain D. We may assume that D is a subdomain

of H and H \ D is a compact subset of H. Let I be as side arc of D. Suppose L

has the law of HRLC2(D; 0 → I). Let Lc on [0, Tc) be a time change of L such that

(Lc(t)) is a family of standard chordal LE hulls. Let ξ be the driving function, and

ϕt be the corresponding LE maps. Then for some standard Brownian motion B(t),

we have

dξ(t) =
√

2dB(t) + 2
∂x∂yJt(ξ(t))

∂yJt(ξ(t))
dt,

where Jt := Ht ◦W ◦ ϕ−1
t , Ht := H(Dt, I; ·), and Dt := D \ Lc(t).

Suppose F ∈ S(D). Let Tc,F be the first t such that Lc(t) ∩ F 6= ∅ or t = Tc. For

0 ≤ t < Tc,F , let

p(t) = BE(Dt; wLc(t) → I)({∩F = ∅}),

q(t) = BB(Dt, ϕt; wLc(t))({∩F 6= ∅}),

where wLc(t) is the prime end determined by Lc at time t. Similarly as Lemma 5.2.2,

we have

Lemma 5.3.1 For 0 ≤ t < Tc,F , p(t) exp(−2
∫ t

0
q(s)ds) is a bounded martingale.
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Let β be the curve in D such that Lc(t) = β(0, t]. Then for p ∈ D \ Lc(t),

p → wLc(t) iff p → β(t). We may write β(t) for wLc(t). We have

Lemma 5.3.2 If β(t) → z ∈ ∂F as t → T−
c,F , then limt→T−c,F

p(t) = 0.

Proof. This is similar to the proof of Lemma 6.3 in [8]. 2

Lemma 5.3.3 If β(t) → w0 ∈ int I as t → T−
c,F , then limt→T−c,F

p(t) = 1.

Proof. Suppose γ is an open simple curve in D disconnecting w0 from F in D and

the two ends of γ converge to two different points of I. Let Tγ be the last t such

that β(t) ∈ γ. Let U be a connected component of D \ γ \ β(0, Tγ] that has a prime

end w0. Then U is simply connected, and the boundary of U in D is composed of a

subarc of I that contains z0, part of γ, and part of β(0, T ]. Let Ĩ := I ∩ ∂̂U . Suppose

t > Tγ. By definition,

p(t) = lim
z→β(t)

BM(Dt; z → I)({∩F = ∅}).

Let Ut := U \ β(Tγ, t]. Then we have

BM(Dt; z → I)({∩F 6= ∅}) =
BM(Dt; z → ∂̂Dt)({∩F 6= ∅, hits I})

BM(Dt; z → ∂̂Dt)({hits I})

≤ BM(Dt; z → ∂̂Dt)({6⊂ U})
BM(Dt; z → ∂̂Dt)({hits Ĩ})

≤ BM(Ut; z → ∂̂Ut)({hits γ ∪ β(0, Tγ]})
BM(Ut; z → ∂̂Ut)({hits Ĩ})

.

The last inequality comes from the fact that BM(Dt; z → ∂̂Dt) stopped on leaving Ut

has the same law as BM(Ut; z → ∂̂Ut). As z → β(t), the right-hand side of the above

inequality tends to

1− BE(Dt; β(t) → ∂Ut \ β[Tγ, t])({hits Ĩ})
BE(Dt; β(t) → ∂Ut \ β[Tγ, t])({hits Ĩ})

.

To show that BE(Dt; β(t) → I)({∩F = ∅}) tends to 1 as t → Tc, it suffices to prove

that BE(Dt; β(t) → ∂Ut \ β[Tγ, t])({hits Ĩ}) tends to 1 as t → Tc.
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Note that Ut is simply connected, and ∂Ut = ∂U ∪ β(Tγ, t]. The two sides of

β[Tγ, t] correspond two side arcs of Ũt which have a common side point β(t). Suppose

Qt maps Ut conformally onto D so that Qt(β(t)) = 1 and the two sides of β[Tγ, t] are

mapped to the arc < 1, +i > and < 1,−i >, respectively, where < a, b > denotes the

shorter arc of ∂D bounded by a, b ∈ ∂D. Suppose Ĩ is mapped to < eir+(t), eir−(t) >,

where π/2 < r+(t) < r−(t) < 3π/2. By conformal invariance,

BE(Dt; β(t) → ∂Ut \ β[Tγ, t])({hits Ĩ})

= BE(D; 1 →< +i,−i >)({hits < eir+(t), eir−(t) >}).

We now only need to show eir±(t) → ±i as t → Tc. Write β±t for Q−1
t (< 1,±i >)

and α±t for Q−1
t (< ±i, eir±(t) >). As t → Tc, every curve in Ut from I±t to β∓t must

cross an annulus centered at z0 with modulus tends to ∞. So the extremal distance

between α±t and β∓t in Ut tends to ∞. By conformal invariance, the extremal distance

between < 1,±i > and < ∓i, eir∓(t) > in D tends to ∞ as t → Tc. Thus the length of

< ∓i, eir∓(t) > tends to 0, i.e., eir±(t) → ±i as t → Tc. 2

From the discussion of the last chapter, it is reasonable to assume that β(t) con-

verges to some interior point of I as t → ∆(L). Combining the last three lemmas, we

conclude

Proposition 5.3.1 p(0) = E[1{β(0,Tc)∩F=∅} exp(−2
∫ Tc

0
q(s)ds)].

Consider a Poisson point process X on Cld(H)× [0,∞) with mean 2BB(H, id; 0)×
dt, where dt is Lebesgue measure. Let

X̂D := {(ϕ−1
t (K + ξ(t)), t) : (K, t) ∈ X, t ∈ [0, Tc), ϕ

−1
t (K + ξ(t)) ∈ D}.

Roughly speaking, X̂D is a Poisson point process with mean 2BB(Dt, ϕt; wLc(t))×dt.

Let Ξ be the union of β(0, Tc) and all K such that (K, t) ∈ X̂D for some t.

Choose any F ∈ S(D). The probability that Ξ ∩ F = ∅ is the probability that
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ϕ−1
t (K + ξ(t)) 6⊂ D or ∩F = ∅ for each (K, t) ∈ X and t ∈ [0, Tc), which is equal to

E[1{β(0,Tc)∩F=∅} exp(−2

∫ Tc

0

BB(H \ Lc(t), ϕt; wLc(t))({⊂ D,∩F 6= ∅})dt)].

From the definition of Brownian bubbles, BB(H \ Lc(t), ϕt; wLc(t)) restricted to the

event {⊂ D} is BB(Dt, ϕt; wLc(t)). By Proposition 5.3.1, the above formula is equal

to

E[1{β(0,Tc)∩F=∅} exp(−2

∫ Tc

0

BB(Dt, ϕt; wLc(t))({∩F 6= ∅})dt)]

= BE(D; 0 → α)({∩F = ∅}).

Theorem 5.3.1 The law of Ξ is BE(D; 0 → α).

Proof. By Lemma 5.1.1, we only need to show that a.s. Ξ is a closed subset of D.

For any t ∈ [0,∞), let Ξt denote the union of β(0, min{Tc, t}] and all K such that

(K, s) ∈ X̂D for some s ∈ [0, t], let Ξt be the union of β(0, Tc] and all K such that

(K, s) ∈ X̂D for some s ∈ [t, Tc). A proof similar to that of Theorem 7.3 in [8] shows

that Ξt is a.s. closed for any t. Since Ξ = Ξt ∪ Ξt, so if Ξ is not a.s. closed, then

there is some F ∈ S(D) such that with a positive probability β(0, Tc) misses F but Ξt

intersects F for all t. However, the probability that β(0, Tc) misses F but Ξt intersects

F is the value of

1− E[1{β(0,Tc)∩F=∅} exp(−2

∫ Tc

t

BB(Ds, ϕs; ws)({∩F 6= ∅})ds)]

= 1− E[1{β(0,Tc)∩F=∅}BE(Dt; wt → α)({∩F = ∅})] → 0, as t → T−
c .

This is because p(t) → 1 on the event {β(0, Tc) ∩ F = ∅}. So Ξ is closed. 2

5.4 Other values of the parameter κ

In this section we only consider the HRLCκ in a plane domain D from one prime

end to another prime end, and the two prime ends are on the same side of D. We

assume that D is a subdomain of H that contains some neighborhoods of 0 and ∞
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in H. Let A denote all domains of this kind. We study the HRLCκ(D; 0 → ∞) for

κ ∈ (0, 8/3]. If L has the law of HRLCκ(D; 0 →∞), then ∪L(t) is a random simple

curve in D started from 0. If D is a simply connected domain, then L is a chordal

SLE, so the curve ends at ∞. Now we assume that L ends at ∞ for all D ∈ A. With

this assumption, HRLCκ generates a measure on Γ(D), the space of simple curves in

D connecting 0 and ∞.

For any D ∈ A, let M0
D be a minimal function in D with the pole at 0, normalized

such that

M0
D(z) + Im

1

z
→ 0, as z → 0;

let M∞
D be a minimal function in D with the pole at ∞, normalized such that

M∞
D (z)− Im z → 0, as z →∞.

Let

BB(D) := −∂y(M
0
D(z) + Im

1

z
)|z=0;

Sh(D) :=
∂2

x∂yM
∞
D (0)

∂yM∞
D (0)

− 3

2

(
∂x∂yM

∞
D (0)

∂yM∞
D (0)

)2

.

In fact, BB(D) = BB(H, id; 0)({6⊂ D}) > 0. And if D is simply connected, we have

−BB(D) = Sh(D)/6. Now let

J(D) := −BB(D)− Sh(D)/6.

One may check that J(D) is conformally covariant in the sense that if D, D′ ∈ A,

and f maps (D; 0,∞) conformally onto (D′; 0,∞), then J(D) = f ′(0)2J(D′).

Suppose γ ∈ Γ(D). We may parameterize γ such that (γ(0, t], 0 ≤ t < ∞) is a

family of standard chordal LE hulls. Let ξγ and ϕγ
t be the driving function and LE

maps. Let Dγ
t := D \ γ(0, t] and Ωγ

t := ϕγ
t (D

γ
t ) − ξγ(t). Then Ωγ

t ∈ A. Now we

assume that for any γ ∈ Γ(D),
∫∞
0

J(Ωγ
t )dt exists and is finite. Let

4D(γ) := exp(

∫ ∞

0

J(Ωγ
t )dt), and 2D(γ) := exp(

∫ ∞

0

−BB(Ωγ
t )dt).
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Then4D is conformally invariant in the sense that if D,D′ ∈ A, and f maps (D; 0,∞)

conformally onto (D′; 0,∞), we have 4D(γ) = 4D′(f(γ)) for any γ ∈ Γ(D). For c >

0, let XC be a Poisson point process on Cld(H)× [0,∞) with mean cBB(H, id; 0)×dt.

Let

Ξc
γ := ∪{(ϕγ

t )
−1(K + ξγ(t)), t) : (K, t) ∈ Xc, t ∈ [0,∞)} ∪ γ.

Then Ξc
γ is called the union of γ with a Poisson cloud of Brownian bubbles in H with

density c. And the probability that Ξc
γ stays in D is equal to 2D(γ)c. We now use

the symbols e(κ), α(κ) and β(κ) in (5.2.2). Suppose D′ ⊂ D are two domains in A.

Using an argument similar to that of the last section, we get

(
BE(D′)
BE(D)

)e(κ)

=

∫

Γ(D′)

(
2D′

2D

)α(κ) (4D′

4D

)β(κ)

dµD
κ , (5.4.1)

where µD
κ is the measure on Γ(D) given by HRLCκ(D; 0 → ∞), and BE(D) :=

BE(H; 0 → ∞)({⊂ D}). If κ = 8/3, then e(κ) = 5/8, α(κ) = 0 and β(κ) = 5/4.

Let D1 ⊂ D2 be two domains of A and D′ ⊂ D1 is a simply connected domain in A.

Then 4D′ ≡ 1. From (5.4.1), we have

(
BE(D′)
BE(Dj)

)5/8

=

∫

Γ(D′)

dµ
Dj

8/3

45/4
Dj

, for j = 1, 2.

Let ν̃D
8/3 be defined by dν̃D

8/3 = 4−5/4
D dµD

8/3. Since µD
8/3 and 4D are conformally

invariant, so is ν̃D
8/3. Assume it is a bounded measure. Then we have

ν̃D1

8/3(D
′)/ν̃D2

8/3(D
′) = (BE(D1)/BE(D2))

−5/8.

Note that two bounded measure on Γ(D) are equal iff they agree on the set {⊂ D′}
for all simply connected D′ ∈ A. So we find that ν̃D2

8/3 restricted to Γ(D1) is equal

to (BE(D1)/BE(D2))
5/8ν̃D1

8/3. If we let νD
8/3 be equal to ν̃D

8/3/|ν̃D
8/3|. Then νD

8/3 is a

conformally invariant restriction probability measure.
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For κ ∈ (0, 8/3), we have α(κ) > 0. From (5.4.1), we may guess that

BE(D1)
e(κ)(2D1)

−α(κ)(4D1)
−β(κ)dµD1

κ = BE(D2)
e(κ)(2D2)

−α(κ)(4D2)
−β(κ)dµD2

κ

(5.4.2)

on Γ(D1). Now let νD
κ be a probability measure so that dνD

κ = C(4D1)
−β(κ)dµD

κ for

some C > 0. Then νD
κ is conformally invariant. And for some C > 0, we have

(2D1)
−α(κ)dνD1

κ = C(2D2)
−α(κ)dνD2

κ .

Let γj be a random curve with the law of ν
Dj
κ . Consider a Poisson point process

X on Cld(H)× [0,∞) with mean α(κ)BB(H, id; 0)× dt. Let

X̂γ
j := {((ϕγj

t )−1(K + ξ(t)), t) : (K, t) ∈ X, t ∈ [0,∞), (ϕγ
t )
−1(K + ξγj(t)) ∈ Dj}.

Let Ξj be the union of γj and all K such that (K, t) ∈ X̂γ
j for some t. Then for any

D′ ∈ A and D′ ⊂ D1, the probability that Ξj stays in D′ is equal to

∫

Γ(D′)

(
2D′

2Dj

)b(κ)

dνDj
κ .

So there is a C = C(D1, D2) > 0 such that the probability that Ξ1 stays in D′ is

equal to C times the probability that Ξ2 stays in D′, for any D′ ∈ A and D′ ⊂ D1.

So Ξ2 conditioned to stay in Ξ1 has the same law as Ξ1. Thus by adding a Poisson

cloud of Brownian bubbles with density α(κ) to a random curve with the law of νD
κ ,

we obtain a conformally invariant restriction Probability measure. If D = H, then

after filling all holes, this measure agrees with the restriction measure constructed in

[8] from a chordal SLEκ.
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