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Abstract. Recovery of sparse vectors and low-rank matrices from a small number of linear mea-
surements is well-known to be possible under various model assumptions on the measurements.
The key requirement on the measurement matrices is typically the restricted isometry property,
that is, approximate orthonormality when acting on the subspace to be recovered. Among the most
widely used random matrix measurement models are (a) independent sub-gaussian models and (b)
randomized Fourier-based models, allowing for the efficient computation of the measurements.

For the now ubiquitous tensor data, direct application of the known recovery algorithms to the
vectorized or matricized tensor is awkward and memory-heavy because of the huge measurement
matrices to be constructed and stored. In this paper, we propose modewise measurement schemes
based on sub-gaussian and randomized Fourier measurements. These modewise operators act on the
pairs or other small subsets of the tensor modes separately. They require significantly less memory
than the measurements working on the vectorized tensor, provably satisfy the tensor restricted
isometry property and experimentally can recover the tensor data from fewer measurements and
do not require impractical storage.

1. Introduction and prior work

Geometry preserving dimension reduction has become important in a wide variety of applications
in the last two decades due to improved sensing capabilities and the increasing prevalence of massive
data sets. This is motivated in part by the fact that the data one collects often consists of high-
dimensional representations of intrinsically simpler and effectively lower-dimensional data. In such
settings, randomized linear projections have been demonstrated to preserve the intrinsic geometric
structure of the collected data in a wide range of applications in both computer science (where
one often deals with finite data sets [14, 1]) and signal processing (where manifold [4] and sparsity
[17] assumptions are common). In this context, the vast majority of prior work has been focused
on recovering vector data taking values in a set S Ă Rn using random linear maps into Rm with
m ! n which are guaranteed to approximately preserve the norms of all elements in S. The focus
of this paper is extending this line of work to higher-order tensors taking values in Rn1ˆ...ˆnd .

In the vector case, uniform guarantees for the approximate norm preservation for all sparse
vectors, in the form of the restricted isometry property (RIP), have numerous applications. They
include recovery algorithms that reconstruct all sparse vectors from a few linear measurements
(such as, l1-minimization [12, 16, 29], orthogonal matching pursuit [40], CoSaMP [30, 16], iterative
hard thresholding [8] and hard thresholding pursuit [15]). Extending these algorithms from sparse
vector recovery to low-rank matrix or low-rank tensor recovery is very natural. Indeed, rank-r
matrices (i.e., two-mode tensors) in Rnˆn can be recovered from Oprnq linear measurements [11, 17].
Extensions to the low-rank higher-order tensor setting, however, are less straightforward due to,
e.g., the more complicated structure of higher-order singular value decomposition and non-unique
definition of the tensor rank. Still, there are many applications that motivate the use of tensors,
ranging from video and longitudinal imaging [26, 6] to machine learning [35, 37] and differential
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equations [5, 27]. Thus, while tensor applications are ubiquitous and moreover the tensors arising in
these applications are extremely large-scale, few methods exist that do satisfactory tensor dimension
reduction. Our goal here is thus to demonstrate a tensor dimension reduction technique that is
computationally feasible (in terms of application and storage) and that guarantees preservation
of geometry. As a motivating example, we consider the problem of tensor reconstruction from
such dimension reduction measurements, and in particular the Tensor Iterative Hard Thresholding
method is used for this purpose herein.

In [33], the authors propose tensor extensions of the Iterative Hard Thresholding (IHT) method
for several tensor decomposition formats, namely the higher-order singular value decomposition
(HOSVD), the tensor train format, and the general hierarchical Tucker decomposition. Addition-
ally, the recent papers [20, 19] extend the Tensor IHT method (TIHT) to low Canonical Polyadic
(CP) rank and low Tucker rank tensors, respectively. TIHT as the name suggests is an itera-
tive method that consists of one step that applies the adjoint of the measurement operator to
the remaining residual and a second step that thresholds that signal proxy to a low-rank tensor.
This method has seen provable guarantees for reconstruction under various geometry preserving
assumptions on the measurement maps [33, 20, 19]. All these works however propose first reshaping

a d-mode tensor X P Rn1ˆ...ˆnd into an
śd
i“1 ni-dimensional vector x and then multiplying by an

mˆ
śd
i“1 ni matrix A. Unfortunately, this means that the matrix A must be even larger than the

original tensors X . The main goal of this paper is to propose a more memory-efficient alternative
to this approach.

In particular, we propose a modewise framework for low-rank tensor recovery. A general two-
stage modewise linear operator L : Rn1ˆ¨¨¨ˆnd Ñ Rm1ˆ¨¨¨ˆmd1 takes the form

(1) LpX q :“ R2

`

R1pX q ˆ1 A1 ¨ ¨ ¨ ˆd̃ Ad̃
˘

ˆ1 B1 ¨ ¨ ¨ ˆd1 Bd1 ,

where piq R1 is a reshaping operator which reorganizes an Rn1ˆ¨¨¨ˆnd tensor into an Rñ1ˆ¨¨¨ˆñd̃

tensor, after which piiq each Aj P Rm̃jˆñj is applied to the resphaped tensor for j “ 1, . . . , d̃ via a
modewise product (reviewed in Section 2), followed by piiiq an additional reshaping via R2 into an

Rm
1
1ˆ¨¨¨ˆm

1
d1 tensor, and finally pivq additional j-mode products with the matrices Bj P Rmjˆm

1
j for

j “ 1, . . . , d1. More general n-stage modewise operators can be defined similarly. First analyzed in
[21, 23] for aiding in the rapid computation of the CP decomposition, such modewise compression
operators offer a wide variety of computational advantages over standard vector-based approaches

(in which R1 is a vectorization operator so that d̃ “ 1, A1 “ A P Rmˆ
śd
j nj is a standard Johnson-

Lindenstrauss map, and all remaining operators R2, B1, . . . are the identity). In particular, when
R1 is a more modest reshaping (or even the identity) the resulting modewise linear transforms can
be formed using significantly fewer random variables (effectively, independent random bits), and

stored using less memory by avoiding the use of a single massive mˆ
śd
j nj matrix. In addition, such

modewise linear operators also offer trivially parallelizable operations, faster serial data evaluations
than standard vectorized approaches do for structured data (see, e.g., [23]), and the ability to better
respect the multimodal structure of the given tensor data.

Related Work and Contributions: This paper is directly motivated by recent work on
low-rank tensor recovery using vectorized measurements [33, 20, 19]. Given the framework that
modewise measurement operators (1) provide for creating highly structured and computationally
efficient measurement maps, we aim to provide both theoretical guarantees and empirical evidence
that several modewise maps allow for the efficient recovery of tensors with low-rank HOSVD decom-
positions. This represents the first study of such modewise maps for performing norm-preserving
dimension reduction of nontrivial infinite sets of elements in (tensorized) Euclidean spaces, and so
provides a general framework for generalizing the use of such maps to other types of, e.g., low-rank
tensor models. See Section 3 for the specifics of our theoretical results as well as Section 4 for
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an empirical demonstration of the good performance such modewise maps can provide for tensor
recovery in practice.

Other recent work involving the analysis of modewise maps for tensor data include, e.g., appli-
cations in kernel learning methods which effectively use modewise operators specialized to finite
sets of rank-one tensors [2], as well as a variety of works in the computer science literature aimed
at compressing finite sets of low-rank (with respect to, e.g., CP and tensor train decompositions
[32]) tensors. More general results involving extensions of bounded orthonormal sampling results to
the tensor setting [23, 3] apply to finite sets of arbitrary tensors. With respect to norm-preserving
modewise embeddings of infinite sets, prior work has been limited to oblivious subspace embed-
dings (see, e.g., [21, 28]). Here, we extend these techniques to the set of all tensors with a low-rank
HOSVD decomposition in order to obtain modewise embeddings with the Tensor Restricted Isome-
try Property (TRIP). Having obtained modewise TRIP operators, we then consider low-rank tensor
recovery via Tensor IHT (TIHT).

Paper Outline: The rest of this paper is organized as follows. In Section 2, we will provide a
brief review of basic tensor definitions. In Section 3, we will state our main results, which we then
prove in Section 5. In Section 4, we discuss applications of our results recovering low-rank tensors
via the TIHT, and in present numerical results. In Section 6, we provide a short conclusion and
discussion of directions for future work. Proofs of auxiliary results are provided in the appendices.

2. Tensor prerequisites

In this section, we briefly review some basic definitions concerning tensors. For further overview,
we refer the reader to [24]. Let d ě 1, n1, . . . , nd ě 1 be integers, and rnjs :“ t1, . . . , nju for all
j “ 1, . . . , d. For a multi-index i “ pi1, . . . , idq P rn1s ˆ ¨ ¨ ¨ ˆ rnds, we will denote the i-th entry
of a d-mode tensor X P Rn1ˆ...ˆnd by Xi. When convenient we wil also denote the entries by
X pi1, . . . , idq, Xi1,...,id , or X piq. For the remainder of this work, we will use bold text to denote
vectors (i.e., one-mode tensors), capital letters to denote matrices (i.e., two-mode tensors) and use
calligraphic text for all other tensors.

2.1. Modewise multiplication and j-mode products: For 1 ď j ď d, the j-mode product of
d-mode tensor X P Rn1ˆ¨¨¨ˆnj´1ˆnjˆnj`1ˆ¨¨¨ˆnd with a matrix U P Rmjˆnj is another d-mode tensor
X ˆj U P Rn1ˆ¨¨¨ˆnj´1ˆmjˆnj`1ˆ¨¨¨ˆnd . Its entries are given by

(2) pX ˆj Uqi1,...,ij´1,`,ij`1,...,id “

nj
ÿ

ij“1

Xi1,...,ij ,...,idU`,ij

for all pi1, . . . , ij´1, `, ij`1, . . . , idq P rn1s ˆ ¨ ¨ ¨ ˆ rnj´1s ˆ rmjs ˆ rnj`1s ˆ ¨ ¨ ¨ ˆ rnds. If Y is a tensor

of the form Y “ ©d
i“1 yi P Rn1ˆ¨¨¨ˆnd , where © denotes the outer product, then one may use (2)

to see that

(3) Y ˆj U “
ˆ

d
©
i“1

yi

˙

ˆj U “

ˆ

j´1

©
i“1

yi

˙

©Uyj©

˜

d
©

i“j`1
yi

¸

.

For further discussion of the properties of modewise products, please see [21, 24].

2.2. HOSVD decomposition and multilinear rank. Let r “ pr1, . . . , rdq be a multi-index in
rn1sˆ ¨ ¨ ¨ˆrnds. We say that a d-mode tensor X has multilinear rank or HOSVD rank at most
r if there exist subspaces U1 Ă Rn1 , . . . ,Ud Ă Rnd such that

dim Ui “ ri and X P
d
â

i“1

Ui,
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where
Âd

i“1 Ui denotes the tensor product of the subspaces Ui here. We note that a tensor X has
rank at most r if and only if there exists a core tensor C P Rr1ˆ¨¨¨ˆrd such that

(4) X “ C ˆ1 U
1 ˆ2 . . .ˆd U

d “

rd
ÿ

kd“1

. . .
r1
ÿ

k1“1

Cpk1, . . . kdq
d
©
i“1

uiki ,

where, for each 1 ď i ď d, ui1, . . . ,u
i
ri is an orthonormal basis for Ui, and U i is the ni ˆ ri matrix

U i “ pui1, . . . ,u
i
riq. A factorization of the form (4) is called a Higher-Order Singular Value

Decomposition (HOSVD) of the tensor X . It is well-known (see e.g., [33]) that we may assume
that the core tensor C has orthogonal subtensors in the sense that for all 1 ď i ď d, we have
xCki“p, Cki“qy “ 0 for all p ‰ q, i.e.

(5)

rj
ÿ

kj“1
j‰i

Cpk1, . . . , p, . . . , kdqCpk1, . . . , q, . . . , kdq “ 0 unless p “ q.

We also note that, since each of the tuikiu
ri
i“1 form an orthonormal basis for Ui, we have }C}F “

}X }F :“
a

xX ,X y, where here x¨, ¨y denotes the trace inner product.

Remark 1. The Canonical Polyadic (CP) rank of a d-mode tensor is the minimum number
of rank-one tensors (i.e., outer products of d vectors) required to represent the tensor as a sum. If
X has HOSVD rank r then (4) implies X has CP rank at most Πd

i“1ri.(In particular, if ri “ r for
all i , then X has CP rank at most rd.)

2.3. Restricted Isometry Properties and Tensors.

Definition 1. [TRIPpδ, rq property] We say that a linear map A has the TRIPpδ, rq property if for
all X with HOSVD rank at most r we have

(6) p1´ δq}X }2 ď }ApX q}2 ď p1` δq}X }2

Definition 2. [RIPpε,Sq property] We say that a linear map A has the RIPpε,Sq property if for
all elements s P S

(7) p1´ εq}s}2 ď }Apsq}2 ď p1` εq}s}2

We emphasize that the set S in Definition 2 can be a subset of any vector space (not necessarily
a tensor space).

2.4. Reshaping and the HOSVD. For simplicity we will assume below, and for the rest of this
paper, that there exist n, r ě 1 such that ni “ n, ri “ r for 1 ď i ď d. We note that this assumption
is made only for the sake of clarity, and all of our analysis can be extended to the general case.

We let κ be an integer which divides d and let d1 :“ d{κ. Consider the reshaping operator

R :
d
â

i“1

Rn Ñ
d1
â

i“1

Rn
κ

that flattens every κ modes of a tensor into one. Note that R decreases the total number of modes
from d to d1 “ d{κ. Formally, R is defined to be the unique linear operator such that on rank-one
tensors it acts as

R
ˆ

d
©
i“1

xi
˙

:“
d1

©
i“1

˜

κi
â

`“1`κpi´1q

x`

¸

“:
d1

©
i“1

˝
xi,
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where b denotes the Kronecker product when applied to vectors. We observe that if a tensor X
has a form (4), then its reshaping

˝

X :“ RpX q is the d1-mode tensor
˝

X P
Âd1

i“1Rn
κ

with HOSVD
rank at most r1 :“ prκ, . . . , rκq given by

(8)
˝

X “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

j1“1

˝

Cpj1, . . . , jd1q
d1

©
`“1

˝
u`j` ,

where the new component vectors
˝
u`j` are obtained by taking Kronecker product of the appropriate

uiki , and where
˝

C P Rrκˆ¨¨¨ˆrκ is a reshaped version of C from (4). Since each of the tuikiu
r
ki“1

was an

orthonormal basis for Ui, it follows that t
˝
uijiu

rκ
ji“1

is an orthonormal basis for
˝

Ui :“ span
´

t
˝
uijiu

rκ
ji“1

¯

.

3. Main results: modewise TRIP

For 1 ď i ď d1, let Ai be an m ˆ nκ matrix, let A : Rnκˆ...ˆnκ Ñ Rmˆ...ˆm be the linear map
which acts modewise on d1-mode tensors by

(9) ApYq “ Y ˆ1 A1 ˆ2 . . .ˆd1 Ad1 .

Let X be a d mode tensor with HOSVD decomposition given by (4). By (3) and (8), we have that

(10) ApRpX qq “ Ap
˝

X q “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

j1“1

˝

Cpj1, . . . , jd1qpA1
˝
u1
j1 ˝ . . . ˝Ad1

˝
ud

1

jd1
q.

Our first main result will show that A satisfies the TRIPpδ, rq property under the assumption that
each of the Ai satisfies a restricted isometry property on the set S1,2 defined below.

Definition 3. [The set S1,2] Consider a set of vectors in Rnκ ,

(11) S1 :“ t
˝
u |

˝
u “ bκ1ui,ui P Sn´1u,

and let S2 :“
!

x`y
}x`y}2

ˇ

ˇ x,y P S1 s.t. xx,yy “ 0
)

. For the rest of this text we will let S1,2 :“ S1YS2,

and note that S1,2 Ď Snκ´1.

More precisely, will show that A˝R satisfies the TRIPpδ, rq property under the assumption that
each of the Ai satisfy the RIP(ε, S1,2), where ε is a suitably chosen parameter depending on δ. In

the case where r “ 1 :“ p1, 1, . . . , 1q, this is nearly trivial. Indeed, if
˝

X “ c©d1

`“1
˝
u`, and A is the

map defined in (9), then we have

›

›

›
Ap

˝

X q
›

›

›
“

›

›

›

›

c
d1

©
`“1

Ai
˝
u`
›

›

›

›

“ |c|
d
ź

`“1

}Ai
˝
u`}.

Therefore, since
›

›

›

˝

X
›

›

›
“ |c|

śd
`“1 }

˝
u`}, we immediately obtain the following proposition.

Proposition 1. Suppose that A is defined as per (9) and that each of the Ai have RIPpε,S1,2q
property. Let δ “ maxtp1` εqd ´ 1, p1´ εqd ` 1u and assume that δ ă 1. Then A ˝R satisfies the
TRIPpδ,1q property, that is,

p1´ δq}X }2 ď }ApRpX qq}2 ď p1` δq}X }2

for all X with HOSVD rank 1 “ p1, 1, . . . , 1q.

Our first main result is the following theorem which is the analogue for Proposition 1 for r ě 2.
It shows that if the each of the Ai satisfies RIPpε,S1,2q property for a suitable value of ε, then A
has the TRIP(δ, rq property.
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Theorem 1. Suppose that A is defined as per (9) and that each of the Ai have RIPpε,S1,2q property.

Let r ě 2, let δ “ 4d1rdε and assume that δ ă 1. Then A ˝R satisfies the TRIPpδ, rq property, i.e.,

(12) p1´ δq}X }2 ď }ApRpX qq}2 ď p1` δq}X }2

for all X with HOSVD rank less than r “ pr, r, . . . , rq.

Proof. See Section 5.3. �

The following corollary shows that we may pick the matrices Ai to have i.i.d sub-gaussian entries.

Corollary 1. Let r ě 2, and let r “ pr, r, . . . , rq. Suppose that A is defined as per (9) and that
each of the Ai P Rmˆnκ has i.i.d. sub-gaussian entries, for all i “ 1, . . . , d1, where d1 “ d{κ for
κ ě 2, and suppose that 0 ă η, δ ă 1. Let

(13) m ě Cδ´2r2d max

"

nd2 lnpκq

κ
,
d2

κ2
ln

ˆ

d

κη

˙*

for a sufficiently large constant C. Then A ˝R satisfies TRIP(δ, r) property (6) with probability at
least 1´ η.

Proof. See Section 5.3. �

For another possible choice of the Ai, we consider the set of Subsampled Orthogonal with Random
Sign matrices defined below. Note, in particular, that this class includes subsampled Fourier (i.e.,
discrete cosine and sine) matrices.

Definition 4 (Subsampled Orthogonal with Random Sign (SORS) matrices). Let F P Rnˆn denote
an orthonormal matrix obeying

(14) F ˚F “ I and max
i,j
|Fij | ď

∆
?
n

for some ∆ ą 0. Let H P Rmˆn be a matrix whose rows are chosen i.i.d. uniformly at random
from the rows of F . We define a Subsampled Orthogonal with Random Sign (SORS) measurement
ensemble as A “

a

n
mHD, where D P Rnˆn is a random diagonal matrix whose the diagonal entries

are i.i.d. ˘1 with equal probability.

Analogous to Corollary 1, the following result shows that we may choose our matrices Ai to be
SORS matrices in Theorem 1.

Corollary 2. Let r ě 2 and let r “ pr, r, . . . , rq. Suppose that A is defined as per (9) and that each
of the Ai P Rmˆn

κ
is a SORS matrix with ∆ ď C 1 for a universal constant C 1, as per Definition 4,

for all i “ 1, . . . , d1, where d1 “ d{κ for κ ě 2. Furthermore, suppose that 0 ă η, δ ă 1. Let

(15) m ě C1δ
´2r2d

nd2 lnpκq

κ
¨ L,

where

(16) L “ ln

ˆ

2d

κη

˙

ln

ˆ

2enκd

κη

˙

ln2

„

C2δ
´2r2d

nd2 lnpκq

κ
ln

ˆ

2d

κη

˙

and C1, C2 are sufficiently large absolute constants. Then A ˝R satisfies TRIP(δ, r) property (6)
with probability at least 1´ η.

Proof. See Section 5.3. �
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To further improve embedding dimension of md1 provided by Corollaries 1 and 2, we can apply
a secondary compression, analogous to the one used in [21], by letting

(17) A2ndpX q :“ A2ndpvectpApRpX qqq,
where vect is a vectorization operator. In this case, we again wish to show that A2nd satisfies
TRIP pδ, rq for suitably chose parameters. One of the key challenges in doing this is that, for
any given i, the new factor vectors tAi

˝
uijiu

rκ
ji“1

defined as in (10) are no longer orthogonal to one

another. Therefore (10) is not an HOSVD decomposition of Ap
˝

X ), and the HOSVD rank of Ap
˝

X q
might be much larger than the HOSVD rank of

˝

X . However, one may overcome this difficulty by
observing that, with high probability, ApRpX qq will belong to the following set of nearly orthogonal
tensors.

Definition 5 (Nearly orthogonal tensors BR,µ,θ,r). Let BR,µ,θ,r be the set of d-mode tensors in
X P Rnˆ...ˆn that may be written in standard form (4) such that

(a) }uiki}2 ď R for all i and ki,

(b) |xuiki ,u
i
k1i
y| ď µ for all ki ‰ k1i,

(c) the core tensor C satisfies }C}F “ 1,
(d) C has orthogonal subtensors in the sense that (5) holds for all 1 ď i ď d,
(e) }X }F ě θ.

Our next main result is the following theorem which shows that A2nd satisfies TRIP pδ, rq for
suitably chosen parameters.

Theorem 2. Let r ě 2 and let r “ pr, r, . . . , rq P Rd. Suppose that A and A2nd are defined as in (9)
and (17). Let d1 “ d{κ and assume that Ai satisfies the RIPpε,S1,2q property for all i “ 1, . . . , d1,

where δ “ 12d1rdε ă 1. Assume that A2nd satisfies the RIP
`

δ{3,B1`ε,ε,1´δ{3,r1
˘

, property where

r1 “ prκ, . . . , rκq P Rd1. Then, A2nd will satisfy the TRIP(δ, r) property, i.e.,

p1´ δq}X }2 ď }A2ndpX q}2 ď p1` δq}X }2

for all X with HOSVD rank at most r.

Proof. See Section 5.4. �

The following two corollaries show that we may choose the matrices Ai and A2nd to be either
sub-gaussian or SORS matrices. We also note that it is possible to produce other variants of these
corollaries where, for example, one takes each Ai to be sub-gaussian and lets A2nd be a SORS
matrix.

Corollary 3. Let r ě 2 and let r “ pr, r, . . . , rq P Rd. Suppose that A and A2nd are defined as in
(9) and (17), and that all of the Ai P Rmˆnκ have i.i.d. sub-gaussian entries for all i “ 1, . . . , d1,
where d1 “ d{κ, and suppose that 0 ă η, δ ă 1. Let

(18) m ě Cδ´2r2d max

"

nd2 lnpκq

κ
,
d2

κ2
ln

ˆ

2d

κη

˙*

,

and let A2nd P Rm2ndˆm also be a sub-gaussian matrix with i.i.d. entries with

(19) m2nd ě Cδ´2 max

"ˆ

rdκ` dmrκ

κ

˙

ln

ˆ

d

κ
` 1

˙

`
dmrκ

κ
ln
´

1` δrd
¯

`
d2mrκδ

κ2
, ln

ˆ

2

η

˙*

.

Then, A2nd satisfies the TRIP(δ, r) property, i.e.,

p1´ δq}X }2 ď }A2ndpX q}2 ď p1` δq}X }2,
for all X with HOSVD rank at most r with probability at least 1´ η.
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Proof. See Section 5.4. �

Remark 2. Note that applying the reshaping operator (with κ ą 1) is necessary in order for us
to actually achieve dimension reduction in the first step. Indeed, if κ “ 1, then (18) requires
m ą nκ. We also note that when other parameters are held fixed, the final dimension m2nd will be
required to be Opnq, Opδ´2q, Oplnpη´1qq or Opr2dq. While the dependence on the number modes d
is exponential, we are primarily interested in cases where n is large in comparison to the rank or
the number of modes. In this case, the terms involving n will dominate the terms involving rd. In
Section 4.1, we will show that TRIP-dependent tensor recovery methods (e.g., tensor iterative hard
thresholding, discussed in Section 4), successfully work for d “ 4 and κ “ 2.

In [33], the author considered i.i.d. sub-gaussian measurements applied to the vectorizations of
low-rank tensors and proved that the TRIP pδ, rq property will hold with probability at least 1´ η if
the target dimension satisfies

mfinal ě Cδ´2 maxtprd ` dnrq ln d, lnpη´1qu.

We note this bound has the same computational complexity as ours with respect to n, δ, and η. While
their result has much better dependence on r, here, we are primarily interested in high-dimensional,
low-rank tensors and therefore are primarily concerned with the dependence on n.

Corollary 4. Let r ě 2 and let r “ pr, r, . . . , rq. Suppose that A and A2nd are defined as in (9) and
(17), and that all of the Ai P Rmˆn

κ
are SORS matrices (as per Definition 4) for all i “ 1, . . . , d1,

where d1 “ d{κ. Furthermore, suppose that 0 ă η, δ ă 1 and, as in (15), let

(20) m ě C1δ
´2r2d

nd2 lnpκq

κ
¨ L, where L is defined by (16).

Next, let A2nd P Rm2ndˆm also be a SORS matrix with

(21) m2nd ě Cδ´2
„

rdκ` dmrκ

κ
ln

ˆ

d

κ
` 1

˙

`
dmrκ

κ
ln
´

1` δrd
¯

`
d2mrκδ

κ2



¨ L̃,

where

L̃ “ ln2

ˆ

c1
δ2

ˆ

ln
4

η

˙„

rdκ` dmrκ

κ
ln

ˆ

d

κ
` 1

˙

`
dmrκ

κ
ln
´

1` δrd
¯

`
d2mrκδ

κ2

˙

ln

ˆ

4

η

˙

ln

ˆ

4em

η

˙

.

Then, A2nd satisfies the TRIP(δ, r) property, i.e.,

p1´ δq}X }2 ď }A2ndpX q}2 ď p1` δq}X }2

holds for all X with HOSVD rank at most r with probability at least 1´ η.

Proof. See Section 5.4. �

Remark 3. Similar to the sub-gaussian case, we note that reshaping (with κ ą 1) is needed in
order for us to achieve dimension reduction in the first compression. We also note that the final
dimension is Opnpolylogpnqq, Opδ´2polylogpδ´2qq, polylogpη´1q and Opr2dpolylogprqq.

4. Low-Rank Tensor Recovery

Low-rank tensor recovery is the task of recovering a low-rank (or approximately low-rank) tensor
from a comparatively small number of possibly noisy linear measurements. This problem serves as
a nice motivating example of where the use of modewise maps with the TRIPpδ, rq property can
help alleviate the burdensome storage requirements of maps which require vectorization. Indeed,
when the goal is compression, storing very large maps in memory as required by vectorization-based
approaches is counterintuitive and often infeasible.
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In the two-mode (matrix) case, the question of low-rank recovery from a small number of linear
measurements is now well-known to be possible under various model assumptions on the measure-
ments [11, 10, 34]. One of the standard approaches is so-called nuclear-norm minimization:

X̂ “ arg min
XPRn1ˆn2

}X }˚ subject to LpX q “ y.

Since the nuclear norm is defined to be the sum of the singular values, it serves as a fairly good,
computationally feasible proxy for rank. As in classical compressed sensing, an alternative to
optimization-based reconstruction is the use of iterative solvers. One such approach is the Iterative
Hard Thresholding (IHT) method [8, 9, 36] that finds a solution via the alternating updates

(22)
Yj “ X j ` µjL˚py ´ LpX jqq,
X j`1 “ Hr

`

Yj
˘

.

where X 0 is initiated randomly. Here, L˚ denotes the adjoint of the operator L, and the function
Hr is a thresholding operator, which returns the closest rank r matrix. Results for IHT prove
that sparse or low-rank recovery is guaranteed when the measurement operator L satisfies various
properties. For example, in the case of sparse vector recovery, the restricted isometry property
is enough to guarantee accurate reconstruction [8]. In the low-rank matrix case, measurements
can be taken to be Gaussian [13], or satisfy various analogues of the restricted isometry property
[36, 7, 39]. In what follows, for the sake of simplicity, we will focus on the case where µj “ 1, which
is referred to as Classical IHT. However, our results can also be extended to Normalized TIHT
where the step size µj takes a different value at each step. (See [33] and the references provided
there.)

The iterative hard thresholding method has been extended to the tensor case ([18, 33, 19]).
In this problem, one aims to recover an unknown tensor X P Rn1ˆ...ˆnd with e.g., HOSVD rank
r “ pr, . . . , rq, where r ! minni, from linear measurements of the form y “ LpX q ` e, where L
is a linear map from Rn1ˆ...ˆnd Ñ Cm, with m !

ś

i ni, and e is an arbitrary noise vector. The
iteration update is given by the same updates as (22). The primary difference with the matrix case
is in the thresholding operator Hr that approximately computes the best rank r approximation of
a given tensor. Unfortunately, exactly computing the best rank r approximation of a general tensor
is NP-hard. However, it is possible to construct an operator Hr in a way such that

(23) }Z ´HrpZq}F ď C
?
d}Z ´ ZBEST}F ,

where ZBEST P Rn1ˆ...ˆnd is the true best rank r approximation of Z P Rn1ˆ...ˆnd . (For details,
please see [33] and the references therein.) For the rest of this section, we will always assume that
Hr is constructed in a way to satisfy (23).

The following theorem is the main result of [33]. It guarantees accurate reconstruction via TIHT
guarantee when the measurement operator satisfies the TRIPpδ, 3rq property for a sufficiently small
δ. Unfortunately, the condition (24), required by this theorem, is a bit stronger than (23), which
is guaranteed to hold. As noted in [33], getting rid of the condition (24) appears to be difficult
if not impossible. That said, (23) is a worst-case estimate, and Hr typically returns much better
estimates. Moreover, numerical experiments show that the TIHT algorithm works well in practice,
and indeed the condition (24) does often hold, especially in early iterations of the algorithm.

Theorem 3 ([33], Theorem 1). Let 0 ă a ă 1, let L : Rn1ˆ...ˆnd Ñ Rm satisfy TRIPpδ, 3rq with
δ ă a{4 for some a P p0, 1q, and let X j and Yj be defined as in (22). We assume that

(24) }Yj ´ X j`1}F ď p1` ξaq}Yj ´ X }F , where ξa “
a2

17p1`
?

1` δ3rq}L}2Ñ2
.

9



Suppose y “ LpX q ` e, where e P Rm is an arbitrary noise vector. Then

}X j`1 ´ X }F ď aj}X 0 ´ X }F `
ba

1´ a
}e}2,

where ba “ 2
?

1` δ `
a

4ξa ` 2ξ2a}L}2Ñ2.

Theorem 3 shows that that low-rank tensor recovery is possible when the measurements satisfy
the TRIPpδ, 3rq property. In [33], the authors also show it is possible to randomly construct maps
which satisfy this property with high probability. Unfortunately, these maps require first vectorizing
the input tensor into a nd-dimensional vector and then multiplying by an m ˆ nd matrix. This
greatly limits the practical use of such maps since this matrix requires more memory than the
original tensor. Thus, our results here for modewise TRIP are especially important and applicable
in the tensor recovery setting. The following corollary, which shows that we may choose L “ A or
A2nd (as in (9) or (17)), now follows immediately from combining Theorem 3 with Theorems 1 and
2.

Corollary 5. Assume the operator L, is defined in one of the following ways:

(a) L “ vect ˝A ˝R, where A is defined as per (9) and the matrices Ai satisfy the RIPpε,S1,2q,
and δ “ 4d1p3rqdε ă a{4.

(b) L “ A2nd defined as in (17), its component matrices Ai satisfy RIPpε,S1,2q property, δ “

12d12p3rqdε, and Afinal satisfies the RIP pδ{3,B1`ε,ε,1´δ{3,rq property.

Consider the recovery problem from the noisy measurements y “ LpX q ` e, where e P Rm is an
arbitrary noise vector. Let 0 ă a ă 1, and let X j, and Yj be defined as in (22), and assume that
(24) holds. Then,

}X j`1 ´ X }F ď aj}X 0 ´ X }F `
ba

1´ a
}e},

where ba “ 2
?

1` δ `
a

4ξa ` 2ξ2a}A}2Ñ2.

4.1. Experiments. In this section, we show that TIHT can be used with modewise measurement
maps in order to successfully reconstruct low-rank tensors. Herein we present numerical results for
recovery of random four-mode tensors in R10ˆ10ˆ10ˆ10 from both modewise Gaussian and SORS
measurements.1

We run tensor iterative hard thresholding algorithm as defined in (22) to recover low-rank tensors
from m0 measurements for a variety of m0 values. We compare the percentage of successfully
recovered tensors from a batch of 100 randomly generated low-rank tensors, as well as the average
number of iterations used for recovery on the successful runs. We call a recovery process successful if
the initial error between the true low-rank tensor and its initial random approximation decreases by
a factor of at least 0.001 in at most 1000 iterations. We compare standard vectorized measurements
with proposed 2-step partially modewise measurements that reshape a four-mode tensor into a
100ˆ100 matrix, perform modewise measurements reducing each of the two reshaped modes to m “

90, 80 and 70, and then vectorize that result and compress it further to the target dimension m0.
Herein we consider a variety of intermediate dimensions to demonstrate the stability of advantage
of the modewise measurements over the vectorized ones.

In addition to the smaller memory required for storing modewise measurement matrices, we
show (Figure 1) that modewise measurements are able to recover tensors from at least as small
of a compressed representation as standard vectorized measurements can. Indeed, in the SORS
case, modewise measurements can actually successfully recover low-rank tensors using a much
smaller number of measurements (see Figure 1, right column). In Figure 2 we show that the
described memory advantages do not result in the need for a substantially increased number of

1Our code is available at https://github.com/MichaelPerlmutter/ModewiseTripPaper
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iterations in order to achieve our convergence criteria. In the Gaussian case, the number of iterations
needed when using a modewise measurements is at most twice the number as when using vectorized
measurements. In the SORS case, modewise measurements actually require fewer iterations. Thus,
modewise measurements are an effective, memory-efficient method of dimension reduction.

Figure 1. Fraction of successfully recovered random tensors out of a random sam-
ple of 100 tensors in R10ˆ10ˆ10ˆ10 with various intermediate dimensions. A run is
considered successful if it converged 0.001 times the initial approximation error in
at most 1000 iterations.

5. Proofs and theoretical guarantees

In this section, we will state auxiliary results that link the RIP property on a set S with the
covering number of S, and establish the covering number estimates for the subsets of interest.

5.1. Auxiliary Results: RIP estimates. For a set S we let N pS, tq denote its covering number,
i.e., the minimal cardinality of a net contained in S, such that every element of S is within distance
t of an element of the net. For further discussion of the covering numbers, please see [38]. The
following proposition shows the estimates on the covering number of S can be used to show that
maps constructed from sub-gaussian matrices have the RIPpε,Sq property. Its proof, which is a
generalization of the proof of [33, Theorem 2], can be found in Appendix C.

Proposition 2. Suppose A P Rmˆnκ has i.i.d. sub-gaussian entries. Let S Ď Rnˆ...ˆn be a subset
of unit norm κ-mode tensors and let N pS, tq denote the covering number of S. Then for any

11



Figure 2. Average number of iterations until convergence among the successful
runs. A run is considered successful if it converged 0.001 times the initial approxi-
mation error in at most 1000 iterations.

0 ă η, ε ă 1 and

(25) m ě C̃ε´2 max

#

ˆ
ż 1

0

a

lnN pS, tqdt
˙2

, 1, lnpη´1q

+

,

for some suitably chosen constant C̃ ą 0, with probability at least 1´η, the map ApX q “ ApvectpX qq
has the RIPpε,Sq property, i.e.,

p1´ εq}X }2 ď }ApvectpX qq}2 ď p1` εq}X }2 for all X P S.

We also need an analogue of Proposition 2 that holds for SORS matrices. Such results are known
in the literature, however all of them have additional logarithmic terms compared to the i.i.d. sub-
gaussian case. We shall use the following result from [22] which is a refinement of Theorem 3.3 of
[31].

Theorem 4 (Theorem 9 of [22]). Suppose A P Rmˆnκ is a SORS matrix as per Definition 4 with
∆ ď C 1 for an absolute constant C 1. Let S be a subset of Rnκ, and let ω denote the Gaussian width
(see, e.g. [38]) of the projection of S onto the unit ball,

 

x{}x}2
ˇ

ˇ x P Szt0u
(

. Let 0 ă η, ε ă 1 and
assume

(26) m ě C̃ε´2ω2 ln2
“

c1ω
2 lnp2η´1qε´2

‰

lnp2η´1q lnp2enκη´1q,

for some suitably chosen constants C̃, c1 ą 0. Then, with probability at least 1 ´ η, the matrix A
has the RIPpε,Sq property, i.e.,

p1´ εq}x}2 ď }Ax}2 ď p1` εq}x}2 holds for all x P S.
12



Remark 4. It is known (see, e.g., Theorem 8.1.10 of [38]) that the Gaussian width ωpSq can be
estimated by the same Dudley-type integral as used in (25). Namely, for any set S,

ωpSq ď
ż 8

0

a

lnN pS, tq dt.

Additionally, if S is a subset of the unit ball, we have lnpN pS, tqq “ 0 for t ą 2, and therefore,

ωpSq ď
ż 2

0

a

lnN pS, tq dt.

5.2. Auxiliary results: covering estimates. The proofs of Corollaries 1 and 3 rely on applying
Proposition 2 to the sets S1,2 and Br,R,θ,µ defined in Definitions 3 and 5. The proofs of Corollaries 2
and 4 analogously follow from an application of Theorem 4. The following two lemmas provide
covering estimates for these sets. Their proofs can be found in Appendix B.

Lemma 1 (Covering number for very low rank tensors). The covering number for the set S1,2
defined in Definition 3 satisfies

N pS1,2, tq ď
ˆˆ

6κ

t

˙κn

` 1

˙2

.

Lemma 2. For all θ ě 0, 0 ă ε, µ ă 1, R ě 1, and all r “ pr, r, . . . , rq P Rd, the set BR,µ,θ,r Ă Rn
defined in Definition 5 admits a covering with

(27) N pBR,µ,θ,r, } ¨ }F , εq ď
ˆ

6pd` 1q

ε

˙rd`rnd
`

R2 ` µr
˘rdd{2

´

R2 ` µrd
¯dnr{2

Rpd´1qdnr.

(Note that the right-hand side is independent of θ.)

Remark 5. If we set µ “ θ “ 0 and R “ 1 we may obtain the covering number bound

N pB1,0,0,r, } ¨ }F , εq ď
ˆ

3pd` 1q

ε

˙rd`dnr

,

via a trival modification of the proof of Lemma 2 which doesn’t require an application of Lemma 8
when θ “ 0. This is the same as the estimate obtained in [33, Lemma 5] for B1,0,0,r.

5.3. Proof of Theorem 1 and Corollaries 1 and 2. In order to prove Theorem 1, it will be
useful to write A as a composition of maps

(28) ApYq “ Ad1p. . . pA1pYqqq, where AipYq “ Y ˆi Ai for 1 ď i ď d1.

Our argument will be based on showing thatAi approximately preserves the norm ofAi´1p. . . pA1p
˝

X qqq
for all 1 ď i ď d1. We first note that by (8), we may still write

˝

X as a sum of rd orthogonal tensors.
This motivates Lemma 3 which shows that if a linear operator L on an inner product space V
satisfies certain assumptions, then it approximately preserves the norm of orthogonal sums (up
to a factor depending on the number of terms). Lemma 4 then provides sufficient conditions for
the assumptions of Lemma 3 to hold. Lastly, Lemma 5 will show that the image of the first

i´1 compressions, Ai´1p. . . pA1p
˝

X qqq, satisfies these conditions and therefore that we may proceed
inductively. The proofs of Lemmas 3, 4, and 5 are deferred to Appendix A.

Lemma 3. Let V be an inner product space and let L be a linear operator on V. Let U Ă V be a
subspace of V spanned by an orthonormal system tv1, . . . ,vKu P V. Suppose that

(29) p1´ εq}vi}
2 ď }Lvi}

2 ď p1` εq}vi}
2 for all 1 ď i ď K.
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and also that

(30) p1´ εq}vi ˘ vj}
2 ď }Lpvi ˘ vjq}

2 ď p1` εq}vi ˘ vj}
2 for all 1 ď i, j ď K.

Then we have

p1´Kεq}w}2 ď }Lw}2 ď p1`Kεq}w}2 for all w P U .

The next lemma checks that, if Ai0 satisfies RIPpε,S1,2q property for some 1 ď i0 ď d1, then
the operator Ai0 satisfies the conditions of Lemma 3 for the system of rank one component tensors
that are produced by our reshaping procedure.

Lemma 4. Let tV1, . . . ,VKu P Rnˆ...ˆn be an orthonormal system of rank one tensors of the form

Vk “©d1
i“1 vik where }vik} “ 1 for all 1 ď i ď d1. Let 1 ď i0 ď d1, suppose Ai0 has the RIPpε{2,S1,2q

property and assume that each vi0k is an element of the set S1 defined in Definition 3. Then the

conditions (29) and (30) are satisfied for (the vectorizations of) these tViuKi“1 and L “ Ai0 defined
via Ai0pX q “ X ˆi0 Ai0.

The next auxiliary lemma gives a formula for the tensor Yt obtained by applying the first t of
the maps Ai. In particular, it shows that Yt can be written as an orthogonal linear combination of
rκpd

1´tq rank-one tensors of unit norm. Moreover, for each of the terms in this sum, the pt ` 1q-st

component vector is
˝
u
t`1
jt`1

as defined in (8) and therefore is an element of the set S1.

Lemma 5. Let Y0 “
˝

X and Yt :“ AtpYt´1q “ Yt´1 ˆt At for all t “ 1, . . . , d1. Then, for each
1 ď t ď d1 ´ 1, we may write

(31) Yt “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

jt`1“1

Ctpjt`1, . . . , jd1q
„ˆ

t
©
i“1

vijt`1,...,jd1

˙

©
ˆ

d1

©
i“t`1

˝
u
i
ji

˙

,

where }vijt`1,...,jd1
} “ 1 for all valid index subsets. (We note that the vectors vijt`1,...,jd1

implicitly

depend on t. However, we suppress this dependence in order to avoid cumbersome notation.)

We are now ready to prove Theorem 1.

Proof of Theorem 1. First, note that we can write Y0 “
˝

X as an orthogonal linear combination of
rd norm one terms of the form

d1

©
i“1

˝
u
i
ji , 1 ď ji ď rκ,

where each of the vectors
˝
uiji , 1 ď ji ď rκ, are obtained as the vectorization of a rank-one κ-mode

tensor. Therefore, since A1 satisfies RIPpε,S1,2q, Lemma 4 allows us to apply Lemma 3 to see

(32) }A1p
˝

X q} ď p1` 2rdεq}
˝

X }.

Next, we apply Lemma 5 and note that there are rκpd
1´tq terms appearing in the sum in (31).

Therefore, Lemmas 3 and 4 allow us to see that

(33) }Yt`1} ď
´

1` 2rκpd
1´tqε

¯

}Yt}

for 1 ď t ď d1 ´ 1. Since Yd1 “ Ap
˝

X q, combining (32) and (33) implies that the operator A defined
in (9) satisfies

}Ap
˝

X q} ď
d1´1
ź

t“0

´

1` 2rκpd
1´tqε

¯

}
˝

X }.
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To complete the upper bound set α :“ 2rdε and note that 2α ă 1. Then, since r ě 2

d1´1
ź

t“0

´

1` 2rκpd
1´tqε

¯

“

d1´1
ź

t“0

p1` αr´tκq

“ 1` α
d1´1
ÿ

t“0

r´tκ ` α2
d1´1
ÿ

t1,t2“0:
t1ăt2

r´pt1`t2qκ ` . . .` αd
1

r´p1`...`pd
1´1qqκ

ď 1` α
d1´1
ÿ

t“0

r´tκ `

˜

α
d1´1
ÿ

t“0

r´tκ

¸2

` . . .`

˜

α
d1´1
ÿ

t“0

r´tκ

¸d1

ď 1` α
8
ÿ

t“0

2´t `

˜

α
8
ÿ

t“0

2´t

¸2

` . . .`

˜

α
8
ÿ

t“0

2´t

¸d1

ď 1` 2α` p2αq2 ` . . .` p2αqd
1

ď 1` 2d1α

“ 1` 4d1rdε

which completes the proof of the upper bound. The proof of the lower bound is nearly identical. �

We will now prove Corollaries 1 and 2.

Proof of Corollary 1. We first note that Lemma 1 implies that the integral from (25) can be
bounded as

(34)

ż 1

0

b

lnN pS1,2, tq dt ď C

ż 1

0

a

κn lnp6κ{tq dt ď C
a

κn lnpκq.

Since the set S1,2 contains (reshaped) unit norm κ-tensors, the assumption that m satisfies (13)
implies that each of the Ai will satisfy the assumptions of Proposition 2 with η{d1 in place of η
and ε´2 “ pd{κq2r2dδ´2. Therefore, by the union bound, we have that all of the Ai will satisfy
RIPpε,S1,2q with probability at least 1´ η, and so the result now follows from Theorem 1. �

Proof of Corollary 2. To estimate the Gaussian width S1,2, we use (34), Lemma 1, and Remark 4
to see that

ωpS1,2q ď
ż 2

0

b

lnN pS1,2, tq dt ď
ż 1

0

b

lnN pS1,2, tq dt`
b

lnN pS1,2, 1q

ď C2
a

κn lnpκq ` C3
a

κn lnpκq “ C
a

κn lnpκq.

We now observe that the assumption (15) allows us to apply Theorem 4 with η{d1 in place of η and
ε´2 “ pd{κq2r2dδ´2. Therefore, analogous to the proof of Corollary 1, we conclude the proof of by
taking the union bound and applying Theorem 1. �

5.4. Proof of Theorem 2 and Corollaries 3 and 4. The key to proving Theorem 2 is Lemma
6, which shows that the output of the first compression step ApRpX qq lies in a set of nearly
orthogonal tensors introduced in Definition 5, and Lemma 2 which bounds the covering numbers
for such tensors. We can then get TRIP by applying Proposition 2 to the vectorization of ApRpX qq.

Lemma 6. Let X be a unit norm d-mode tensor with HOSVD rank at most r “ pr, . . . , rq. Let A
be defined as in (9), assume that the matrices Ai have the RIP pε,S1,2q property for all 1 ď i ď d1,

and that δ “ 12d1rdε ă 1. Then, the d1-mode tensor Ap
˝

X q P Rmˆ...ˆm is an element of the
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set B1`ε,ε,1´δ{3,r1 (as per Definition 5). Additionally, let B̃ε,δ,r :“

"

X
}X }F

ˇ

ˇ

ˇ

ˇ

X P B1`ε,ε,1´δ{3,r1
*

and

suppose that m ě rd´1. Then,

N
´

B̃ε,δ,r, } ¨ }F, t
¯

ď

ˆ

9pd{κ` 1q

t

˙rd`rκmd{κ
´

p1` εq2 ` εrd
¯dmrκ{κ

p1` εqd
2mrκκ´2

holds for all t ą 0, and 1 ą δ ą 0.

Proof. As in (8) we set
˝

X “ RpX q, and write

˝

X “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

j1“1

˝

Cpj1, . . . , jd1q
d1

©
`“1

˝
u`j` ,

where, for all i, the vectors t
˝
uijiu

rκ
ji“1

are mutually orthogonal. Recall that by (10), we have

Ap
˝

X q “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

j1“1

˝

Cpj1, . . . , jd1q
´

A1
˝
u
1
j1© . . .©Ad1

˝
u
d1

jd1

¯

.

By RIPpε,S1,2q property, }Ai
˝
uiji} ď p1` εq for all 1 ď i ď d1 and all 1 ď ji ď rκ. Additionally, by

Lemma 7 (stated in Appendix A) we have

|xAi
˝
u
i
ji , Ai

˝
u
i
j1i
y| ă ε

for all 1 ď i ď d1 and all 1 ď ji, j
1
i ď rκ such that j1i ‰ ji. The properties of the core tensor (c) and

(d) are preserved under the action of A and are satisfied for a unit norm, tensor in the HOSVD
standard form. Finally, Theorem 1 implies that A satisfies the TRIPpδ{3, rq property which in turn

guarantees that Ap
˝

X q will also satisfy property (e) of Definition 5 with θ “ 1´ δ{3.
Applying Lemma 2 (with R “ p1 ` εq and m, d1, rκ, and t in place of n, d, r, and ε) and the

assumption m ě rd´1 we obtain

N
`

B1`ε,ε,1´δ{3,r1 , } ¨ }F, t
˘

ď

ˆ

6pd{κ` 1q

t

˙rd`rκmd{κ
´

p1` εq2 ` εrd
¯dmrκ{κ

p1` εqd
2mrκκ´2

.

Furthermore, a geometric rescaling argument implies that

N
´

B̃ε,δ,r, } ¨ }F, t
¯

“ N
ˆ"

X
}X }F

ˇ

ˇ

ˇ

ˇ

X P B1`ε,ε,1´δ{3,r1
*

, } ¨ }F, t

˙

ď N
`

B1`ε,ε,1´δ{3,r1 , } ¨ }F, 2t{3
˘

hols for all δ ď 1. The stated result now follows. �

Theorem 2 now follows from a direct application of Lemma 6 and Theorem 1.

Proof of Theorem 2. Theorem 1 implies that A satisfies the TRIPpδ{3, rq property and Lemma 6

implies that Ap
˝

X q belongs to the set B1`ε,ε,1´δ{3,r1 . Therefore, we have

}A2ndpX q}2 ď p1` δ{3q}Ap
˝

X q} ď p1` δ{3q2}X }2 ď p1` δq}X }2,

and

p1´ δq}X }2 ď p1´ δ{3q2}X }2 ď p1´ δ{3q}Ap
˝

X q} ď }A2ndpX q}2.
�

The proofs of Corollaries 3 and 4 require an additional estimate bounding the Gaussian width
of B̃ε,δ,r from Lemma 6.
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Remark 6. Let B̃ε,δ,r Ă Rmˆ...ˆm be the set of d1-mode tensors defined as per Lemma 6 and
Definition 5. We can see that
ż 1

0

c

lnN
´

B̃ε,δ,r, t
¯

dt ď

ż 2

0

c

lnN
´

B̃ε,δ,r, t
¯

dt ď

ż 1

0

c

lnN
´

B̃ε,δ,r, t
¯

dt`

c

lnN
´

B̃ε,δ,r, 1
¯

.

If m ě rd´1, then we may apply Lemma 6 and use the concavity of
?
¨ to see that

ż 1

0

c

lnN
´

B̃ε,δ,r, t
¯

dt ď

ż 1

0

d

ˆ

rd `
rκmd

κ

˙

ln

ˆ

9pd{κ` 1q

t

˙

dt

`

ż 1

0

c

dmrκ

κ
ln
´

p1` εq2 ` εrd
¯

dt`

ż 1

0

c

d2mrκ

κ2
ln p1` εq dt

ď C

c

rd `
dmrκ

κ

d

ln

ˆ

d

κ
` 1

˙

`

c

dmrκ

κ
ln pp1` εq2 ` εrdq`

c

d2mrκ

κ2
ln p1` εq.

Furthermore, we also have
c

lnN
´

B̃ε,δ,r, 1
¯

ď C 1
c

rd `
dmrκ

κ

d

ln

ˆ

d

κ
` 1

˙

`

c

dmrκ

κ
ln pp1` εq2 ` εrdq`

c

d2mrκ

κ2
ln p1` εq.

Proof of Corollary 3. Similar to the proof of Corollary 1, the assumption that m satisfies (18),
implies that with probability at least 1 ´ η{2, all of the Ai satisfy the RIPpε,S1,2q property, δ “

12d1rdε ă 1. The assumption (18) also implies m ě rd´1. Therefore, by Proposition 2, the estimate
for the Dudley-type integral from Remark 6, and the linearity of A2nd ˝vect we see that A2nd ˝vect
satisfies the RIP

`

δ{3,B1`ε,ε,1´δ{3,r1
˘

property with probability at least 1´ η{2 as long as

m2nd ě Cδ´2 max

"ˆ

rd `
dmrκ

κ

˙

ln

ˆ

d

κ
` 1

˙

`
dmrκ

κ
ln
´

1` δrd
¯

`
d2mrκδ

κ2
, ln

ˆ

2

η

˙*

.

The result now follows by applying Theorem 2. �

Proof of Corollary 4. Repeating the arguments used in the proof of Corollary 2, we see that the
assumption that m satisfies (20), implies that with probability at least 1 ´ η{2, all of the Ai
satisfy the RIPpε,S1,2q property with δ “ 12d1rdε ă 1. We also note that (20) implies that

m ě rd´1 so that we may apply Remark 6. Thus, (21) and Theorem 4 imply that A2nd satisfies
the RIP

`

δ{3,B1`ε,ε,1´δ{3,r1
˘

property with probability at least 1 ´ η{2. Therefore, the result now
follows from Theorem 2. �

6. Conclusion and Future Work

In this paper, we have proved that several modewise linear maps (with sub-Gaussian and sub-
sampled from the orthogonal ensemble – e.g., discrete Fourier – measurements) have the TRIP for
tensors with low-rank HOSVD decompositions. Our measurements maps require significantly less
memory than previous works such as [33] and [19] that establish TRIP for vectorized measure-
ments. We also note that unlike other closely related works such as [23] and [21] that establish
modewise Johnson Lindenstrauss embeddings, our results hold for all low-HOSVD rank tensors
whereas previous work focuses on finite sets or for tensors lying in a low-dimensional vector space.
In our experiments, we have demonstrated that we are able to recover low-rank tensors from a com-
pressed representation produced via two-step modewise measurements. Moreover, we show that we
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are able to achieve such recovery from a lower compressed dimension than with purely vectorized
measurements, establishing yet another advantage.

A natural direction for future work would involve extending these results to other tensor for-
mats including, e.g., tensors which admit compact tensor train, (hierarchical) Tucker, and/or CP
decompositions instead. Additional projects of value might include parallel implementations of the
TIHT algorithm using modewise maps that fully leverage their structure, as well as more memory
efficient TIHT variants which reconstruct the factors of a given low-rank tensor from its measure-
ments instead of reconstructing the entire tensor in uncompressed form. Indeed, such a memory
efficient TIHT implementation in combination with using modewise measurements would allow for
memory efficient low-rank tensor reconstruction from the measurement stage all the way through
reconstruction of the final approximation in compressed form.
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[5] M. H. Beck, A. Jäckle, G. A. Worth, and H.-D. Meyer. The multiconfiguration time-dependent Hartree (MCTDH)
method: a highly efficient algorithm for propagating wavepackets. Phys. Rep., 324(1):1–105, 2000.

[6] J. A. Bengua, H. N. Phien, H. D. Tuan, and M. N. Do. Efficient tensor completion for color image and video
recovery: Low-rank tensor train. IEEE T. Image Process., 26(5):2466–2479, 2017.

[7] J. D. Blanchard, J. Tanner, and K. Wei. Cgiht: conjugate gradient iterative hard thresholding for compressed
sensing and matrix completion. Information and Inference: A Journal of the IMA, 4(4):289–327, 2015.

[8] T. Blumensath and M. E. Davies. Iterative hard thresholding for compressed sensing. Applied and computational
harmonic analysis, 27(3):265–274, 2009.

[9] T. Blumensath and M. E. Davies. Normalized iterative hard thresholding: Guaranteed stability and performance.
IEEE Journal of selected topics in signal processing, 4(2):298–309, 2010.

[10] E. J. Candes and Y. Plan. Tight oracle bounds for low-rank matrix recovery from a minimal number of random
measurements. arXiv preprint arXiv:1001.0339, 2010.

[11] E. J. Candès and B. Recht. Exact matrix completion via convex optimization. Foundations of Computational
mathematics, 9(6):717–772, 2009.

[12] E. J. Candes, J. K. Romberg, and T. Tao. Stable signal recovery from incomplete and inaccurate measurements.
Communications on Pure and Applied Mathematics: A Journal Issued by the Courant Institute of Mathematical
Sciences, 59(8):1207–1223, 2006.

[13] A. Carpentier and A. K. Kim. An iterative hard thresholding estimator for low rank matrix recovery with explicit
limiting distribution. Statistica Sinica, 28(3):1371–1393, 2018.

[14] S. Dasgupta and A. Gupta. An elementary proof of the Johnson-Lindenstrauss lemma. International Computer
Science Institute, Technical Report, 22(1):1–5, 1999.

[15] S. Foucart. Hard thresholding pursuit: an algorithm for compressive sensing. SIAM Journal on Numerical
Analysis, 49(6):2543–2563, 2011.

[16] S. Foucart. Sparse recovery algorithms: sufficient conditions in terms of restricted isometry constants. In Ap-
proximation Theory XIII: San Antonio 2010, pages 65–77. Springer, 2012.

[17] S. Foucart and H. Rauhut. A Mathematical Introduction to Compressive Sensing. Applied and Numerical Har-
monic Analysis. Springer New York, New York, NY, 2013.

[18] J. H. d. M. Goulart and G. Favier. An iterative hard thresholding algorithm with improved convergence for
low-rank tensor recovery. In 2015 23rd European Signal Processing Conference (EUSIPCO), pages 1701–1705.
IEEE, 2015.

[19] R. Grotheer, S. Li, A. Ma, D. Needell, and J. Qin. Iterative hard thresholding for low cp-rank tensor models.
arXiv preprint arXiv:1908.08479, 2019.

18



[20] R. Grotheer, A. Ma, D. Needell, S. Li, and J. Qin. Stochastic iterative hard thresholding for low Tucker rank
tensor recovery. In Proc. Information Theory and Applications, 2020.

[21] M. Iwen, D. Needell, E. Rebrova, and A. Zare. Lower memory oblivious (tensor) subspace embeddings with fewer
random bits: Modewise methods for least squares. SIAM Journal on Matrix Analysis and Applications, 42:376
– 416, 2021.

[22] M. A. Iwen, B. Schmidt, and A. Tavakoli. On fast johnson-lindernstrauss embeddings of compact submanifolds
of Rn with boundary. arXiv:2110.04193, 2021.

[23] R. Jin, T. G. Kolda, and R. Ward. Faster johnson-lindenstrauss transforms via kronecker products. Information
and Inference: A Journal of the IMA, https://doi.org/10.1093/imaiai/iaaa02.

[24] T. G. Kolda and B. W. Bader. Tensor decompositions and applications. SIAM review, 51(3):455–500, 2009.
[25] F. Krahmer, S. Mendelson, and H. Rauhut. Suprema of chaos processes and the restricted isometry property.

Communications on Pure and Applied Mathematics, 67(11):1877–1904, 2014.
[26] J. Liu, P. Musialski, P. Wonka, and J. Ye. Tensor completion for estimating missing values in visual data. IEEE

T. Pattern Anal., 35(1):208–220, 2012.
[27] C. Lubich. From quantum to classical molecular dynamics: reduced models and numerical analysis. European

Mathematical Society, 2008.
[28] O. A. Malik and S. Becker. Guarantees for the kronecker fast johnson–lindenstrauss transform using a coherence

and sampling argument. Linear Algebra and its Applications, 602:120–137, 2020.
[29] Q. Mo and S. Li. New bounds on the restricted isometry constant δ2k. Applied and Computational Harmonic

Analysis, 31(3):460–468, 2011.
[30] D. Needell and J. A. Tropp. CoSaMP: Iterative signal recovery from incomplete and inaccurate samples. Applied

and computational harmonic analysis, 26(3):301–321, 2009.
[31] S. Oymak, B. Recht, and M. Soltanolkotabi. Isometric sketching of any set via the restricted isometry property.

Information and Inference: A Journal of the IMA, 7(4):707–726, 2018.
[32] B. T. Rakhshan and G. Rabusseau. Tensorized random projections. arXiv preprint arXiv:2003.05101, 2020.
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Appendix A. The Proof of Lemmas 3, 4, and 5

The proof of Lemma 3 requires the following well-known auxiliary lemma. For completeness, we
provide a short proof below.

Lemma 7. Let V be an inner product space and let L be a linear operator on V. Let tv1, . . . ,vKu
be a finite orthonormal system in V (that is, }vi} “ 1 for all i and xvi,vjy “ 0 for all i ‰ j).
Suppose that

p1´ εq}vi ˘ vj}
2 ď }Lpvi ˘ vjq}

2 ď p1` εq}vi ˘ vj}
2 for all 1 ď i, j ď K, i ‰ j.

Then

|xLvi,Lvjy| ď ε for all i ‰ j.
19



Proof. Let i ‰ j. Then,

4xLvi,Lvjy “ }Lpvi ` vjq}
2 ´ }Lpvi ´ vjq}

2

ď p1` εq}vi ` vj}
2 ´ p1´ εq}vi ´ vj}

2

“ p1` εqp}vi}
2 ` }vj}

2 ` 2xvi,vjyq ´ p1´ εqp}vi}
2 ` }vj}

2 ´ 2xvi,vjyq

“ 4xvi,vjy ` 2εp}v1}
2 ` }v2}

2q

“ 4ε,

where the last inequality follows from the fact that }v1}
2 “ }v2}

2 “ 1 and xvi,vjy “ 0. Thus,
xLvi,Lvjy ď ε. The reverse inequality is similar. �

We may now prove Lemma 3.

The Proof of Lemma 3. We argue by induction on K. When K “ 1, the result is immediate from
(29) and the fact that L is linear. Now assume the result is true for K ´ 1. An arbitrary element
of U may be written as

w “

K
ÿ

i“1

civi

where c1, . . . , cK are scalars. We will write w “ wK´1 ` cKvK , where

wK´1 :“
K´1
ÿ

i“1

civi.

By construction, we have

}Lw}2 “ }LwK´1}
2 ` }cKLvK}

2 ` 2cKxLwK´1,LvKy.

We may use the inequality 2ab ď a2 ` b2 along with Lemma 7 to see

(35)

2cKxLwK´1,LvKy “
K´1
ÿ

i“1

2cicKxLvi,LvKy ď ε
K´1
ÿ

i“1

2cKci

ď ε
K´1
ÿ

i“1

pc2K ` c
2
i q ď pK ´ 1qεc2K ` ε

K´1
ÿ

i“1

c2i .

By the inductive assumption,

}LwK´1}
2 ď p1` pK ´ 1qεq}wK´1}

2 “ p1` pK ´ 1qεq
K´1
ÿ

i“1

c2i .

Thus,

(36)

}Lw}2 ď p1` pK ´ 1qεq
K´1
ÿ

i“1

c2i ` p1` εqc
2
K ` pK ´ 1qεc2K ` ε

K´1
ÿ

i“1

c2i

“ p1`Kεq
K
ÿ

i“1

c2i “ p1`Kεq}w}
2.

The reverse inequality is similar. �
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Proof of Lemma 4. Without loss of generality, we consider the case where i0 “ 1. By assumption,
we have v1

k P S1 for all 1 ď k ď K. Therefore, since A1 is assumed to have the RIPpε{2,S1,2q
property, we have

1´ ε{2 “ p1´ ε{2q}v1
k}

2 ď }A1v
1
k}

2 ď p1` ε{2q}v1
k}

2 “ 1` ε{2.

Now, (29) follows from the fact that
›

›

›

›

A1

ˆ

d1

©
i“1

vik

˙›

›

›

›

“ }pA1v
1
kq©v2

k© . . .©vd
1

k } “ }A1v
1
k}}v

2
k} . . . }v

d1

k } “ }A1v
1
k}.

and the fact that the vik have norm one. To prove (30), we let 1 ď k1, k2 ď K and recall that

Vk1 “©d1
i“1 vik1 and Vk2 “©d1

i“1 vik2 , where each of the vik1 and vik2 have norm one. If k1 “ k2, (30)
follows immediately from (29). Otherwise, we may use the assumption that tV1, . . . ,VKu form an
orthonormal system to see

0 “ xVk1 ,Vk2y “
B

d1

©
i“1

vik1 ,
d1

©
i“1

vik2

F

“

d1
ź

i“1

xvik1 ,v
i
k2y.

This implies that there exists an i such that xvik1 ,v
i
k2
y “ 0. If xv1

k1
,v1

k2
y “ 0, then since A1 satisfies

RIPpε,S1,2q, we may apply Lemma 7, and the Cauchy-Schwarz inequality to see that
ˇ

ˇ

ˇ

ˇ

B

A1

ˆ

d1

©
i“1

vik1

˙

,A1

ˆ

d1

©
i“1

vik2

˙Fˇ

ˇ

ˇ

ˇ

“ |xA1v
1
k1 , A1v

1
k2y||xv

2
k1 ,v

2
k2y| . . . |xv

d1

k1 ,v
d1

k2y|

ď pε{2q
d1
ź

i“2

}vik1}}v
i
k2}

“ ε{2.

On the other hand, if xv`k1 ,v
`
k2
y “ 0 for some ` ‰ 1 then we have

ˇ

ˇ

ˇ

ˇ

B

A1

ˆ

d1

©
i“1

vik1

˙

,A1

ˆ

d1

©
i“1

vik2

˙Fˇ

ˇ

ˇ

ˇ

“ |xA1v
1
k2 , A1v

1
k2y||xv

2
k1 ,v

2
k2y| . . . |xv

d1

k1 ,v
d1

k2y| “ 0.

Therefore, in either case we have
›

›

›

›

A1

ˆ

d1

©
i“1

vik1 `
d1

©
i“1

vik2

˙
›

›

›

›

2

“

›

›

›

›

A1

ˆ

d1

©
i“1

vik1

˙
›

›

›

›

2

`

›

›

›

›

A1

ˆ

d1

©
i“1

vik2

˙
›

›

›

›

2

` 2

B

A1

ˆ

d1

©
i“1

vik2

˙

,A1

ˆ

d1

©
i“1

vik2

˙F

ď p1` ε{2q

˜

›

›

›

›

d1

©
i“1

vik1

›

›

›

›

2

`

›

›

›

›

d1

©
i“1

vik2

›

›

›

›

2
¸

` ε

“ p1` ε{2q

˜

›

›

›

›

d1

©
i“1

vik1

›

›

›

›

2

`

›

›

›

›

d1

©
i“1

vik2

›

›

›

›

2
¸

` pε{2q

˜

›

›

›

›

d1

©
i“1

vik1

›

›

›

›

2

`

›

›

›

›

d1

©
i“1

vik2

›

›

›

›

2
¸

“ p1` εq

›

›

›

›

d1

©
i“1

vik1 `
d1

©
i“1

vik2

›

›

›

›

2

,

where in the last equality, we used orthogonality to see
›

›

›

›

d1

©
i“1

vik1 `
d1

©
i“1

vik2

›

›

›

›

2

“

›

›

›

›

d1

©
i“1

vik1

›

›

›

›

2

`

›

›

›

›

d1

©
i“1

vik2

›

›

›

›

2

.

The reverse inequality is similar. �
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Proof of Lemma 5. We argue by induction. When t “ 0, the decomposition (31) follows immedi-

ately from (8) with C0 “
˝

C and the fact that Y0 “
˝

X .
Now suppose that the result is true for t for some 0 ď t ď d´ 2. Then,

Yt`1 “ Yt ˆt`1 At`1

“

rκ
ÿ

jd1“1

. . .
rκ
ÿ

jt`1“1

Ctpjt`1, . . . , jd1q
„ˆ

t
©
i“1

vijt`1,...,jd1

˙

©
´

At`1
˝
u
t`1
jt`1

¯

©
ˆ

d1

©
i“t`2

˝
u
i
ji

˙

.

Therefore, summing over jt`1-st mode and normalizing yields

Yt`1 “
rκ
ÿ

jd1“1

. . .
rκ
ÿ

jt`2“1

Ct`1pjt`2, . . . , jd1q
„ˆ

t`1
©
i“1

vijt`2,...,jd1

˙

©
ˆ

d1

©
i“t`2

˝
u
i
ji

˙

,

where new vectors vijt`2,...,jd1
(with one less subscript) are defined as

vijt`2,...,jd1
“

ṽijt`2,...,jd1
›

›

›
ṽijt`2,...,jd1

›

›

›

and Ct`1pjt`2, . . . , jd1q “
›

›

›
ṽijt`2,...,jd1

›

›

›
,

where

ṽijt`2,...,jd1
“

rκ
ÿ

jt`1“1

Ctpjt`1, . . . , jd1q
ˆ

t
©
i“1

vijt`1,...,jd1

˙

©At`1
˝
u
t`1
jt`1

.

�

Appendix B. The proof of Lemmas 1 and 2

The proof of Lemma 1. Classical results [38] utilizing volumetric estimates show that

(37) N pSn´1, } ¨ }2, tq ď
ˆ

3

t

˙n

.

Let N1 be the k-fold Kronecker product of t{2κ-nets for Sn´1. By (37), we may choose N1 to have
cardinality at most p6κ{tqκn. Moreover, for any X “

Âκ
i“1 u

i P S1 (defined by (11)),

inf
X̃PN1

}X̃ ´ X }F ď inf
X̃PN1

X̃“bκi“1ũ
i

›

›

›

›

›

κ
â

i“1

ui ´
κ
â

i“1

ũi

›

›

›

›

›

F

ď inf
X̃PN1

X̃“bκi“1ũ
i

κ
ÿ

j“1

›

›

›

›

›

j´1
â

i“1

ui
κ
â

i“j

ũi ´
j
â

i“1

ui
κ
â

i“j`1

ũi

›

›

›

›

›

F

“ inf
X̃PN1

X̃“bκi“1ũ
i

κ
ÿ

j“1

˜

j´1
ź

i“1

}ũi}2

¸

}ũj ´ uj}2

˜

κ
ź

i“j`1

}ui}2

¸

ď κ
t

2κ
.

Now, let S 11,2 be the set of nonzero X “ X1`X2 such that each Xi P S1Yt0u and has xX1,X2y “ 0.

For a given X P S 11,2, we may set X̃ “ X̃1 ` X̃2, where for i “ 1, 2 X̃i is the best pN1 Y t0uq-
approximation of Xi, and note that

}X ´ X̃ }F ď }X1 ´ X̃1}F ` }X2 ´ X̃2}F ď t.
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Thus, N2 :“ pN1Yt0uq`pN1`Yt0uq “ tX1`X2 | X1, X2 P N1`Yt0uuzt0u is a t-net of S 11,2 with

cardinality at most
``

6κ
t

˘κn
` 1

˘2
. Lastly, we note that each element of S 11,2 has norm at least one

and that S1,2 is the projection of S 11,2 onto the unit sphere. Therefore, the projection of N2 onto
the unit sphere is t-net for S1,2. �

The following technical lemma will be used in the proof of Lemma 2.

Lemma 8. Let A Ď B Ď Rn, and suppose that C Ď B is an ε{2-net of B. Then, there exists an
ε-net C 1 Ď A of A with cardinality |C 1| ď |C|.

Proof. We will construct C 1 from C as follows. First, let C̃ be the subset of C whose elements are
all at least ε{2 away from A,

C̃ :“

"

x
ˇ

ˇ x P C and inf
yPA

}x´ y}2 ě ε{2

*

.

Next, for each x P CzC̃ let x1 P A be any point of A satisfying }x´ x1}2 ă ε{2, and then set

C 1 :“
ď

xPCzC̃

x1 Ď A.

Note that |C 1| ď |C| by construction.
To see that C 1 is an ε-net of A, choose any y P A Ď B and let x P C be a point satisfying

}y ´ x} ă ε{2. Noting that x R C̃, we can see that there is a x1 P C 1 such that }x ´ x1}2 ă ε{2.
Therefore, by the triangle inequality,

}y ´ x1}2 ď }y ´ x}2 ` }x´ x1}2 ă ε.

This establishes the desired result. �

The proof of Lemma 2. Our argument is based on the proof of [33, Lemma 5], with necessary
modifications to account for the fact that the tensor factors are not orthogonal.

Part 1: Construction of the net. An arbritrary element of BR,µ,θ,r can be written as

X “ C ˆ1 V
1 ˆ2 . . . ˆd V

d where the core tensor C P Rrˆ...ˆr is a d-mode tensor with Frobenius
norm one and the factor matrices V i P Rnˆr have columns vij with norm at most R. The set of all

core tensors satisfying the orthogonality condition (d) is isometric to a subset of the unit ball in

Rrd . Therefore, the admissible core tensors admit an ε1-net N1 of the cardinality at most p3{ε1q
rd

by [33, Lemma 1]. We define the }¨}1,2 norm by }V }1,2 :“ maxj }vj}2 and note that by construction
we have }V i}1,2 ď R. Therefore, our admissible factor matrices satisfying condition (b) have an
ε2-net (with respect to the } ¨ }1,2 norm) of the cardinality at most p3R{ε2q

nr again by [33, Lemma
1]. We now define

N :“
!

C ˆ1 V
1
. . .ˆd V

d
: C P N1 and V

i
P N2

)

, |N | ď
ˆ

3

ε1

˙rd ˆ3R

ε2

˙dnr

.

Going forward we will prove that N above is an ε{2-net of BR,µ,0,r for suitable choices of ε1 and
ε2. The result will then follow from noting BR,µ,θ,r Ď BR,µ,0,r and applying Lemma 8.

Part 2: Term by term approximation. Let us take an arbitrary element of X P BR,µ,0,r and

consider its component-wise approximation in X P N :

X “ C ˆ1 V
1 ˆ2 . . .ˆd V

d P BR,µ,0,r and X “ C ˆ1 V
1
ˆ2 . . .ˆd V

d
P N ,
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where }C ´ C}F ď ε1 and }V
i
´ V i}1,2 ď ε2 for all 1 ď i ď d. The triangle inequality implies that

(38) }X ´ X }F ď
d
ÿ

j“0

}Tj}F

where T0 “ pC ´ Cq ˆ1 V
1
ˆ2 . . .ˆd V

d
and for 1 ď j ď d,

Tj “ C ˆ1 V
1 . . .ˆj´1 V

j´1 ˆj W
j ˆj`1 V

j`1
. . .ˆd V

d
for 1 ď j ď d,

where W j :“ V j ´ V
j
.

Part 3: Bounding Tj for j “ 1, . . . ,d. For 1 ď j ď d, we can expand

(39)

}Tj}2F “
n
ÿ

td“1

. . .
n
ÿ

t1“1

|Tjpt1, . . . , tdq|2

“

n
ÿ

ti“1
1ďiďd

ˇ

ˇ

ˇ

ˇ

ˇ

r
ÿ

kd“1

. . .
r
ÿ

k1“1

Cpk1, . . . , kdq

«

j´1
ź

i“1

vikiptiq

ff

wjkj ptjq

«

d
ź

i“j`1

vikiptiq

ffˇ

ˇ

ˇ

ˇ

ˇ

2

,

where vi1, . . . ,v
i
r denote the columns of V i, and similarly wi

1, . . . ,w
i
r and vi1, . . . ,v

i
r denote the

columns of W i and V
i
. Exchanging the sums, we can rewrite (39) in the following way:

r
ÿ

li“1
1ďiďd

r
ÿ

ki“1
1ďiďd

Cpk1, . . . , kdqCpl1, . . . , ldq
n
ÿ

ti“1
1ďiďd

«

j´1
ź

i“1

viliptiqv
i
ki
ptiq

ff

wjlj ptjqw
j
kj
ptjq

«

d
ź

i“j`1

vikiptiqv
i
ki
ptiq

ff

“

r
ÿ

li“1,ki“1
1ďiďd

Cpk1, . . . , kdqCpl1, . . . , ldq

«

j´1
ź

i“1

xviki ,v
i
`i
y

ff

xwj
kj
,wj

`j
y

«

d
ź

i“j`1

xviki ,v
i
`i
y

ff

.

We estimate scalar products by |xwi
ki
,wi

`i
y| ď }wi

ki
}}wi

`i
} ď ε22 and

(40) |xviki ,v
i
`i
y|, |xviki ,v

i
`i
y| ď

#

R2, if ki “ li,

µ, otherwise
.
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Therefore, for any 1 ď j ď d, we have

r
ÿ

li“1,ki“1
1ďiďd

Cpk1, . . . , kdqCpl1, . . . , ldq

«

j´1
ź

i“1

xviki ,v
i
`i
y

ff

xwj
kj
,wj

`j
y

«

d
ź

i“j`1

xviki ,v
i
`i
y

ff

“

r
ÿ

li“1,ki“1
1ďiďd

ki“`i@i‰j

Cpk1, . . . , kdqCpl1, . . . , ldq

«

j´1
ź

i“1

xviki ,v
i
`i
y

ff

xwj
kj
,wj

`j
y

«

d
ź

i“j`1

xviki ,v
i
`i
y

ff

`
ÿ

li“1,ki“1
1ďiďd

Di‰j s.t. ki‰`i

Cpk1, . . . , kdqCpl1, . . . , ldq

«

j´1
ź

i“1

xviki ,v
i
`i
y

ff

xwj
kj
,wj

`j
y

«

d
ź

i“j`1

xviki ,v
i
`i
y

ff

ď R2pd´1qε22

r
ÿ

li“1,ki“1
1ďiďd

ki“`i@i‰j

Cpk1, . . . , kdqCpl1, . . . , ldq ` µR2pd´2qε22

r
ÿ

li“1,ki“1
1ďiďd

|Cpk1, . . . , kdqCpl1, . . . , ldq|

since µ ă 1 ď R by assumption. Hence, we have

}Tj}2F ď R2pd´1qε22

r
ÿ

ki“1
1ďiďd,i‰j

r
ÿ

kj“1

r
ÿ

`j“1

Cpk1, . . . , kj , . . . , kdqCpk1, . . . , lj , . . . , kdq

` µR2pd´2qε22

r
ÿ

li“1,ki“1
1ďiďd

|Cp`1, . . . , `dqCpk1, . . . , kdq|

“ R2pd´1qε22

d
ÿ

ki“1

|Cpk1, . . . , kj , . . . , kdq|2 ` µR2pd´2qε22

¨

˚

˝

r
ÿ

`i“1
1ďiďd

|Cp`1, . . . , `dq|

˛

‹

‚

2

,

where in the last step we have used the fact that by the orthogonality property (d)
r
ÿ

ki“1
i‰j

Cpk1, . . . , kj , . . . , kdqCpk1, . . . , lj , . . . , kdq “ 0 unless kj “ `j .

to see that
r
ÿ

ki“1
i‰j

r
ÿ

kj“1

r
ÿ

`j“1

Cpk1, . . . , kj , . . . , kdqCpk1, . . . , lj , . . . , kdq “
d
ÿ

ki“1

|Cpk1, . . . , kj , . . . , kdq|2.

Recalling that all of our core tensors are unit norm, and appealing to Cauchy-Schwarz now allows
us to see that

(41)
}Tj}2F ď R2pd´1qε22 ` µR

2pd´2qε22r
d}C}2F

ď ε22R
2d´4pR2 ` µrdq.

Part 4: Bounding T0. We note that for any 1 ď i ď d, the } ¨ }F Ñ } ¨ }F operator norm of the
operator X Ñ X ˆi V i is the same as the `2-operator norm of the matrix V i acting on Rr. Next,
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we observe that for all x “ px1, . . . , xrq P Rr with }x}2 “ 1, we have

}V ix}22 “
r
ÿ

k,l“1

xvik,v
i
lyxlxk “

r
ÿ

k“1

xvik,v
i
kyx

2
k `

r
ÿ

k‰l“1

xvik,v
i
lyxkxl.

Thus, bounding the coefficients by (40) and using Cauchy–Schwarz we have that

}V ix}22 ď R2
r
ÿ

k“1

x2k ` µ
r
ÿ

k‰l“1

|xk||xl| ď R2}x}22 ` µ

˜

r
ÿ

k“1

|xk|

¸2

ď pR2 ` rµq}x}22.

Therefore, since }C ´ C}2F ď ε1,

}T0}2F “ }pC ´ Cq ˆ1 V 1 ˆ2 . . .ˆd V d}
2
F ď pR

2 ` rµqdε21.

Part 5: Conclusion and cardinality estimate. By (38), we get that }X ´X }F ď ε{2 if each

}Tj} ď ε{2pd`1q. That is, taking pR2`µrqd{2ε1 :“ ε{2pd`1q and ε2R
d´2pR2`µrdq1{2 :“ ε{2pd`1q,

we get

(42) |N | ď
ˆ

3

ε1

˙rd ˆ3R

ε2

˙dnr

“

ˆ

6pd` 1q

ε

˙rd`rnd
´

pR2 ` µrqd{2
¯rd ´

Rd´1pR2 ` µrdq1{2
¯dnr

.

This concludes the proof of Lemma 2. �

Appendix C. The proof of Proposition 2

Proposition 2 follows by essentially repeating the proof of Theorem 2 of [33]. We include the
argument here for completeness. The key probabilistic component of the proof is the supremum of
chaos inequality proved in [25]:

Theorem 5 ([25], Theorem 3.1). Let A be a collection of matrices, which size is measured through
the following three quantities E, V and U defined as

(43)

EpAq :“ γ2pAqpγ2pAq ` dF pAqq ` dF pAqd2pAq
V pAq :“ d2pAqpγ2pAq ` dF pAqq, and

UpAq :“ d22pAq,
where

dF pAq :“ sup
APA

}A}F , d2pAq :“ sup
APA

}A}2Ñ2

and γ2pAq “ γ2pA, } ¨ }2Ñ2q is Talagrand’s functional. Let ξ be a sub-gaussian random vector whose
entries ξj are independent, mean-zero and variance-1. Then, for t ą 0,

P
ˆ

sup
APA

ˇ

ˇ}Aξ}22 ´ E}Aξ}22
ˇ

ˇ ě c1EpAq ` t
˙

ď 2 exp

ˆ

´c2 min

"

t2

V pAq2
,

t

UpAq

*˙

,

where the constants c1, c2 depend only on the sub-gaussian constant L.

The proof of Proposition 2. Observe that

εS :“ sup
XPS,}X }“1

ˇ

ˇ}ApvectpX qq}2 ´ 1
ˇ

ˇ “ sup
XPS,}X }“1

ˇ

ˇ}VX ξ}
2 ´ E}VX ξ}2

ˇ

ˇ ,

where ξ P Rnκm is a vector with i.i.d. sub-gaussian entries, and VX P Rmˆnκm is a block-diagonal
matrix

VX “
1
?
m

»

—

—

–

vectpX qT 0 . . . 0
0 vectpX qT . . . 0
. . . . . . . . . . . .
0 0 . . . vectpX qT

fi

ffi

ffi

fl

.
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Let V “ VpSq be the set of all such matrices VX where X P S. We will now apply Theorem 5. It
is easy to check (see [33, Theorem 3]) that

(44) d2pVq “ m´1{2 and dF pVq “ 1,

therefore, by Theorem 5,

(45) P
"

εS ě c1

ˆ

γ22 ` γ2 `
1
?
m

˙

` t

*

ď 2 exp

ˆ

´c2 min

"

mt,

?
mt2

1` γ2

*˙

for all t ą 0,

where γ2 “ γ2pVq.
For any set S0, the Talagrand functional γ2pS0q is a functional of S0 which can be bounded by

the Dudley-type integral

(46) γ2pS0q ď C

ż d2pS0q

0

a

lnN pS0, } ¨ }2Ñ2, tq dt.

We need to consider S0 “ VpSq. We note that due to (44),

N pVpSq, } ¨ }2Ñ2, uq ď N pS, } ¨ }F,
?
muq,

and so by a change of variables

γ2pVpSqq ď C
1
?
m

ż 1

0

a

lnpN pS, } ¨ }F, uqq du.

This implies that γ2pVq ď CC̃´1{2ε by the main condition on m given in the statement of Propo-

sition 2. Choosing C̃ large enough, this ensures that γ2 ď ε{6c1 for any c1 ą 1.
Taking t “ ε{2 and using ε ă 1, we can now rewrite (45) as

P

#

εS ě c1

˜

„

ε

6c1

2

`
ε

6c1
`

1
?
m

¸

`
ε

2

+

ď 2 exp
`

´C2mε
2
˘

If C̃ is chosen large enough, then m ě C̃ε´2 ln η´1 implies that the probability bound is at most η
and m ě C̃ε´2 implies that m´1{2 ď ε{6c1. This concludes the proof of Proposition 2. �
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